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Introduction

1.1 Scope and research objectives

New solutions for enhancement of fuel cell performance and mitigation of greenhouse
gases are in high demand due to ever-increasing energy and environmental issues. In
order to meet these global challenges, advancement of material science is crucial, enabling
the transition from an oil and gas-based industry to one based on sustainable energy.
The central objective of this study revolves precisely around investigation of challenging
sustainability issues through catalyst design for i) hydrogen production and storage, ii)
elimination and utilization of carbon monoxide, and iii) carbon dioxide conversion into
useful products.

In the areas of energy and environmental research, catalysts play a major role mak-
ing more than 90% of all industrially produced chemicals [1]. The concept of catalysis
originated in the first half of the 19th century [2], but only 21st century offered a signifi-
cant advancement through investigation of catalysts’ efficiency and selectivity. These two
aspects have been addressed within this study as they are valuable for understanding of
catalytic systems, providing numerous prospects for their application.

Through the reduction of activation energies and enhancement of reaction rates, cata-
lysts enable reactions to be energetically attainable. Unlike homogeneous catalysts, where
reactants and products are in the same phase as catalysts, the main distinction of het-
erogeneous catalysts is the different phase from the reaction mixture [3]. Homogeneous
catalysts offer high selectivity and relatively simple engineering but they often suffer from
drawbacks such as challenging recycle and leaching out from the reactor [4]. In contrary,
thanks to their easy extraction of products, recyclability, thermal stability, and large sur-
face area, heterogeneous catalysts are readily used in industrial processes and offer clear
advantages in comparison to the homogeneous ones [5, 6]. Importantly, at the nanoscale
the properties of the catalysts can be altered dramatically due to their reduced size and
increased surface to volume ratio [7]. In the non-scalable regime where each atom counts,
they exhibit quantum size effects [7]. The unique attributes of these subnanometer size
species can be exploited to bridge homogeneous and heterogeneous catalysis.
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1.2 Catalysis for a sustainable future

In the present research, the concept of heterogenization of homogeneous catalysts is
adapted to implement the knowledge gained from the gas phase within different nanostruc-
tured materials. Hence, the research is directed toward the design of new heterogeneous
nanocatalysts for broader industrial applications. With that goal, quantum clusters are
included within different surroundings such as metal-organic frameworks (MOFs), organic
ligands, and metal oxide support (including zeolites).

The wide variety of particle sizes, shapes, and compositions makes modeling of these
materials and their properties a challenging task [8]. In addition to the electronic prop-
erties of the active site, the nature of the surrounding becomes extremely important,
adding to the complexity of such systems. A thorough understanding of their physical
and chemical properties is essential to gain an insight into the basic principles of the
origin of the nanocatalyst activity and selectivity. For that purpose, a theoretical design
based on the density functional theory (DFT), in synergy with experiments, is employed.
Overall, the investigation is focused on unraveling the structural and electronic properties
of the catalytic center, the role of the surrounding, as well as the reaction mechanism and
energetics, for each of the studied catalysts.

The thesis introduction outlines the motivation behind the work and objectives, fol-
lowed by a brief literature overview and methodology. Next, the main research directions
are presented, each systematically summarizing the chosen metallic center, surrounding,
and the introduced novelty through the concept of heterogenization. The following chap-
ters are organized as an article collection, with each article addressing the design of a
catalytic center inside the surrounding, organized according to the specific application.

1.2 Catalysis for a sustainable future

Growing interest in catalytic materials that produce clean energy products and eliminate
the waste is instigated by massive global pollution and energy demand. Although new
guidelines for coping with environmental challenges have been put into action, the net-
zero CO2 emission is still beyond the reach [9]. In this respect, the thesis addresses the
following grand challenges in the areas of sustainable and renewable energy: i) hydrogen
production and storage, ii) elimination and utilization of carbon monoxide, and iii) car-
bon dioxide conversion into useful products. The first two directions are studied in the
context of proton-exchange membrane fuel cells (PEMFCs) improvement. The third one
is dedicated to exploring efficient and selective catalyst for CO2 reutilization and produc-
tion of methane and methanol. The following subsections provide a concise overview of
each challenge, along with summaries of relevant catalysts.
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1.2 Catalysis for a sustainable future

1.2.1 Hydrogen production and storage

Since the fossil fuel supply is in decline, alternative energy sources gradually come into
the global focus. With zero carbon emissions and only heat and water as by-products,
hydrogen is a promising and attractive clean energy carrier [10]. Although it yields the
highest energy content per mass unit [11], its low volumetric energy density presents a
critical technical issue for transportation and storage [12]. In particular, physical storage
of H2 in compressed gas or liquid tanks requires high energy input. In recent years,
solid materials for the chemical and physical uptake and storage of hydrogen have been
extensively explored [13–15]. These materials have high H2 capacity and are usually based
on hydrides, chemical hydrogen, organic liquids, and porous absorbants [16]. However,
their use comes with a high energy consumption during H2 adsorption and release.

Furthermore, 96% of the world’s hydrogen production originates from non-renewable
fossil fuels [17]. In this context, steam methane reforming is predominantly used with
well-established technology that requires high temperatures (> 700 ◦C) and results in
high CO2 emission [10]. On the contrary, biomass, solar power, wind, and electrolysis
are nondetrimental to the environment and only account for a small fraction of total
hydrogen production [10, 18]. Hence, decarbonized and cost-effective H2 production and
storage is the key to its widespread use [18]. Regarding the sustainable production of
H2, electrolysis and dehydrogenation processes are discussed as the most viable options.
Recently, the natural gas combined with CO2 capture has become a new and relatively
cheap alternative [19].

In this respect, formic acid is a promising hydrogen carrier with potential application in
low-temperature fuel cells. Its high volumetric capacity (53 g of H2/L), cost-effectiveness,
high stability, low flammability, and low toxicity make it an interesting candidate for
replacement of traditionally used H2 storage methods [20, 21]. The decomposition of this
chemical has been thoroughly studied since the beginning of the 20th century [22, 23].
It proceeds over two main pathways; dehydrogenation and dehydration [24]. The former
route produces hydrogen and carbon dioxide, while the latter produces water and carbon
monoxide. Dehydration is dominant in the gas phase experiments. Therefore, a proper
choice of catalyst is a prerequisite for selective extrusion of hydrogen. The catalyst search
area for the selective decomposition of formic acid is spanned over both homogeneous and
heterogeneous catalysts [19, 21, 25–27]. Heterogeneous nanocatalysts range from mono-
to trimetallic nanoparticles, and are often based on noble metals such as Au, Ag and Pd
[27].

In the search for an efficient heterogeneous catalyst for industrial application in PEMFCs,
this study aims to develop a new MOF-based catalyst that offers a solution for H2 pro-
duction from formic acid, while also providing the storage.
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1.2 Catalysis for a sustainable future

1.2.2 Elimination and utilization of carbon monoxide

Fuel cells convert chemical into electrical energy with only water and heat as by-products,
thus representing a clean source of energy. The polymer electrolyte membrane fuel cell
(PEMFC) is one of the most commercially viable fuel cell types, particularly suitable for
small appliances and transportation [28]. To initiate the reaction within the PEMFC,
hydrogen is oxidized at the platinum-based anode catalyst. As the primary source of
hydrogen, the reforming of fossil fuels creates a mixture of various gases, including carbon
monoxide [29, 30]. Consequently, its presence within the fuel cell feed gas causes the
poisoning of the Pt-anode and results in the decrease of PEMFC’s efficiency [29, 31].

The reaction on the anode begins with dissociative chemisorption of H2 followed by
electrochemical oxidation. During the first step, competition between H2 and CO takes
place, with CO binding linearly to one or by bridge binding to two Pt atoms [31]. CO
binding is favored at lower temperatures (∼ 80 ◦C), with the tolerance up to only 10 ppm

[32]. On the contrary, the tolerance to CO is significantly better (up to 1000 ppm) at
higher temperatures (∼ 130 ◦C) [32]. To mitigate the negative impact of CO on fuel cell
efficiency, different strategies have been used, such as increasing the working temperature
and adding oxygen to the feed gas, as well as improving the design of the Pt-based catalyst
[29].

Due to a significant impact on the strength of CO binding, the composition of the
catalyst, as well as size and geometry of the Pt particles, are used to modulate the catalyst
performance [33]. One of the latest advances in the design of the anode catalyst is mixing
of Pt with transition metals such as Pd, Ru, Pb, Co, Bi, and Ni [33, 34]. These alloys
have modified electronic structure, which results in weakening of CO adsorption. From the
binary alloys, Pt/Ru is one of the most notable candidates [35]. In addition, high-entropy
alloys where multiple elements of different sizes lead to lattice distortions show unique
properties, specially suitable for the design of Pt-based electrocatalysts [36, 37]. Another
strategy that is recently investigated is geometry and interface engineering, resulting in
Pt-based composites [37]. These compounds consist of metal oxides/hydroxides or carbon-
based materials that provide better dispersion of the Pt atoms, ensuring improved electron
transfer and enhancement of catalytic performance.

Furthermore, CO poisoning can be suppressed by preferential oxidation (PROX) cat-
alysts which selectively promote conversion of carbon monoxide to carbon dioxide while
minimizing hydrogen oxidation into water. These catalysts vary from noble to non-noble
metals, with Cu-Ce-based showing superior catalytic activity [38]. Additionally, a new
class of catalysts exhibiting a CO electro-oxidation potential based on bimetallic IrRu-N-C
have shown a strong antipoisoning ability against CO [39].

Clearly, significant effort has been put into developing different strategies to reduce
CO poisoning. The present work aims to tackle that problem through the design of
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1.2 Catalysis for a sustainable future

new highly active and selective catalyst for CO methanation reaction, which can serve
for both removal of CO poisoning and the production of valuable methane. Such new
heterogeneous catalyst is designed based on leveraging extraordinary catalytic properties
of small ligated Ru-clusters within zeolite surrounding.

1.2.3 Carbon dioxide conversion into useful products

Fossil fuel exploitation inevitably leads to significant CO2 emissions, with 36.6 Gt released
just in the energy sector in 2021 [40]. Since CO2 is a greenhouse gas, its mitigation and
development of carbon-neutral energy systems is crucial. One of the best ways to close
the CO2 cycle is through its reutilization [41]. This could provide means for a sustainable
future, complying with the goal of 2050 net-zero CO2 [42].

Conversion of CO2 through electrochemical, photocatalytic, biochemical and thermo-
chemical transformations enables the production of valuable compounds [43]. Electro-
chemical transformation requires a considerable amount of electrical energy, making it
an economically costly method [44]. On the other hand, photocatalytic conversion is a
more environmentally friendly approach, but suffers from low conversion rates and low
selectivity [45]. Even though it provides better selectivity, biochemical conversion is inef-
ficient both time- and cost-wise [46]. In this regard, one of the most promising methods
for CO2 valorization is thermal hydrogenation. To overcome the exceptional stability of
CO2, its inertness, and non-oxidizing qualities, it requires a high temperature and an
effective catalyst [47]. CO2 hydrogenation can produce a variety of products, including
methane, methanol, carbon monoxide, formic acid, dimethyl ether, higher alcohols, and
aromatics [16]. The most noteworthy hydrogenation reactions are the reverse water-gas
shift (RWGS) and CO2 conversion to methane and methanol.

The most widely researched catalysts for CO2 conversion to methanol are those based
on copper [48–53]. Cu is an alternative to the expensive noble metals, such as Pd, Pt,
and Au [16]. Its performance can be boosted by doping, alloying and utilizing effects of
surrounding. For instance, the Cu/ZnO catalysts, both bulk and supported, have been
shown as highly active for methanol yield. This is attributed to the synergistic effect of
ZnO which enhances the intrinsic Cu-activity [54–56]. Further promotion of its stability
and activity is possible by the addition of alumina [57]. Moreover, small clusters deposited
on metal oxide surfaces, such as Cu4/Al2O3, offer high selectivity for methanol at low
pressure and temperatures of 225 ◦C [48, 49]. Among different metal oxide supports, ZrO2

stands out with its high thermal and mechanical stability. Its advantages are elaborated
in more detail in Subsection 1.4.3.

Recently, MOF materials have gained significant attention in CO2 conversion reactions.
In particular, Cu nanocrystals, Pt nanoparticles, and bimetallic Cu-Zn centers have been
incorporated into different MOF materials to create novel heterogeneous catalysts with

5



1.2 Catalysis for a sustainable future

exceptional properties [58–60]. In addition, ionic liquids have gained interest as activating
agents and catalysts for CO2 conversion [61]. Regarding CO2 methanation, catalysts
range from noble metal-based (Ru, Rh, Pd) to non-noble metal (Ni, Co) [16]. Within
these groups, Ni is still the most widely used [62], but the development of new promoters
and metal oxide supports that are active at temperatures as low as 200◦C is ongoing.

This study focuses on exploring the catalytic potential of small subnanometer Cu-
clusters on metal oxide support for the selective conversion of CO2 into methane and
methanol. By optimizing its size and composition, the goal is to develop new cost-effective
heterogeneous catalyst with improved performance.

6



1.3 Methodology

1.3 Methodology

Modeling heterogeneous catalysis requires a multiscale approach, which essentially de-
scribes a reaction at different spatial and time-scales. The first step reveals atomic-level
details from electronic structure calculations, providing information on specific interme-
diate reaction steps [63, 64]. This includes calculating activation barriers and adsorption
energies, as well as the invaluable characteristics of the active site. Kinetic modeling as the
following step uses information from the DFT calculations and experiments to connect
atomic-scale and macroscopic properties (e.g., calculation of reaction rates). The next
on the multiscale study is coarse-grained modeling, which enables the use of simplified
descriptions of complex systems on a longer timescale. The last step is the macroscopic
modeling of heat and mass transport, which describes the energy flow in the reaction
tank, as well as the flow of the reactants and the products [63].

Experimental techniques are important for probing reactive centers and identifying
the reaction intermediates. Also, their development is crucial to better understand the
structure/function relationship, activity, and selectivity of catalysts [8]. The character-
ization of the catalytic material includes investigating its composition, size, shape, and
morphology. Usually, microscopy-based techniques are followed by spectroscopic, X-ray,
and scattering techniques that give more in-depth information on the structural and elec-
tronic properties of the catalytic surface [65].

Still, the reaction mechanism is often obscure and not entirely accessible through
standard experimental procedures. Here, the quantum-mechanical calculations come into
play as the foundation of the multiscale approach. They shine light into a black box of
reaction mechanism and elucidate the details of the catalytic center and reaction interme-
diates. The thesis focuses on a DFT study of new heterogeneous materials, accompanied
by complementary experimental studies. The main aspects of the DFT method, its chal-
lenges, and the main optimization techniques in catalysis are presented in the following
subsections.

1.3.1 DFT method

A comprehensive knowledge and understanding of the structural and electronic proper-
ties of catalytic systems is essential to predict reactivity [66]. The means to obtain this
information lies in quantum mechanics, in other words, in solving Schrödinger equation.
However, finding exact solutions to multi-electron problems is unfeasible. The first step
in approaching this issue is by employing Born-Oppenheimer approximation that enables
decoupling of nuclear and electronic motion [67]. This is possible because nuclei are con-
sidered stationary with respect to electrons. The consequence of the Born-Oppenheimer
approximation is, therefore, the description of the electron wavefunction in terms of nu-

7



1.3 Methodology

clear coordinates, reducing the problem exclusively to the electronic part. Notably, only
due to the classical aspect of nuclei behavior is inspection of the different molecular
configurations and conformations meaningful [67]. Even though the Born-Oppenheimer
approximation may break down in certain cases, it remains valid in all problems that have
been studied as part of the thesis.

In general, there are two main ways to find an approximate solution to Schrödinger
equation; over wavefunction or density function-based methods [66]. These approaches
are often regarded as first principles or ab initio methods. It should be noted that the
problems inspected within the research are limited to the ground state DFT, which impli-
cates the use of a time-independent Schrödinger equation. Electronically excited states,
on the other hand, are commonly studied using time-dependent density functional theory
(TDDFT).

Density functional theory is based on leveraging electronic density to derive an energy
of the system and its properties. Two basic theorems are pivotal for DFT development;
Hohenberg-Kohn and Kohn-Sham. The former states that the electron density uniquely
determines the ground state energy of the multi-electron system [67]. The related vari-
ational theorem states that the electron density minimizing the energy of the functional
is the true ground state electron density [67]. It depends only on three spatial coordi-
nates, allowing for simplification of the multi-electron problem. This resolved the issue
encountered when dealing with wavefunctions representing a large number of electrons.
Nevertheless, the practical application of DFT started only after Kohn-Sham proposed the
exact calculation of the electron kinetic energy under the postulation of a non-interacting
electron system [67, 68]. Basically, one part of the electron kinetic energy is exactly solv-
able, and the rest is a small correction term. Hence, the complex many-body problem
is simplified to a set of one-electron Kohn-Sham equations. The ground state energy
functional of the system is defined as [68]

EDFT [ρ] = TS[ρ] + Ene[ρ] + J [ρ] + Exc[ρ], (1.1)

where TS is kinetic energy functional, given by

TS[ρ] =
∑

⟨ϕi| −
1

2
∇2|ϕi⟩ (1.2)

and ϕi(r) are one-electron Kohn-Sham orbitals. The electron density ρ(r) can be expressed
as

ρ(r) =
∑
i

|ϕi(r)|2. (1.3)
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Ene is a nuclear-electron interaction functional given by

Ene[ρ] = −
∑
A

∫
ZA(RA)ρ(r)

|r−RA|
dr (1.4)

with ZA representing nuclei charges, r electrons, and RA nuclei positions. Moreover, J is
a Coulomb self-interaction of the electron density

J [ρ] =
1

2

∫ ∫
ρ(r)ρ(r′)

|r− r′| drdr′. (1.5)

Exc is the exchange-correlation energy, which can be written [69] very generally as

Exc = Ex + Ec, (1.6)

with Ex being an exchange and Ec correlation energy. This remains an unknown part of
the energy and is thus approximated by different functionals.

1.3.2 Challenges in computational catalysis

Although DFT is a powerful tool for predicting the structural and electronic properties
of materials, it faces certain challenges. Main limitations are directly associated with
exchange-correlation functionals (XC) that cannot be calculated exactly. Hence, im-
provement of the existing functionals and their proper choice in modeling is pivotal for
the appropriate description of adsorption energies and reaction energetics.

The nice illustration of the XC functionals is given by the Jacob’s ladder, which starts
with the least complex approximations at the bottom, climbing to the chemical accuracy
goal (error <10−1eV ) [66]. The local density approximation (LDA) is at the bottom of
this representation and treats the electron density as a uniform electron gas. It is mostly
used in solid state physics and is not suitable for bond energies estimation. The exchange
correlation energy of LDA is generally given as

ELDA
xc [ρ] =

∫
ρ(r)ϵLDA

xc (ρ(r))dr, (1.7)

where ϵxc represents exchange-correlation energy density per particle. Following LDA, the
generalized gradient approximation (GGA) introduces improvements through a density
gradient ∇ρ(r)

EGGA
xc [ρ] =

∫
ρ(r)ϵGGA

xc (ρ(r),∇ρ(r))dr. (1.8)

Reaction barriers are generally underestimated by these functionals by several 10−1eV

[64]. On top of that, the lack of long-range correlation in LDA and GGA limits the
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modeling of catalytic complexes with weak interactions, resulting in inaccuracies within
the description of van der Waals forces [64, 68, 70]. In general, to consider weak dispersion
forces, one option is to add the dispersion term to the DFT calculated electronic energy.
Within the thesis, the Grimme GD3 dispersion correction [71] was added to calculations
with GGA or hybrid functionals to account for the long-range electron correlation effects
for silver ligated hydride, zeolite model, and the metallic clusters at support. These
systems contain aromatic rings, ligands, and transition-metal clusters, which are strongly
influenced by dispersion forces. The dispersion corrected energy is given by equation [72]

EDFT−D = EDFT + ED3, (1.9)

where EDFT is DFT calculated electronic energy of the system, and ED3 dispersion cor-
rection, defined as

ED3 = −1

2

∑
A ̸=B

∑
n=6,8

sn
CAB

n

Rn
AB

fD3
damp,n(RAB). (1.10)

Cn is the nth-order dispersion coefficient, R is the distance between two segments, and
fdamp,n damping function for the nth order long-range terms. Usually, taking the terms
up to 8th or 10th order is sufficient to improve energy calculations [73].

Furthermore, the meta-GGA functionals given in the form

Emeta−GGA
xc [ρ] =

∫
ρ(r)ϵmeta−GGA

xc (ρ(r),∇ρ(r), τ(r))dr (1.11)

include a non-interacting kinetic energy density term τ(r), which only slightly improves
the accuracy of calculations and limits the self-interaction error [64]. In contrast, due to
the introduction of exact exchange Eexact

x , hybrid functionals perform better in modeling
electronic exchange and correlation effects. The hybrid functional is given by [66]

Ehybrid
xc [ρ] = EGGA

xc [ρ] + α(Eexact
x − EGGA

x ), (1.12)

where Eexact
x is the exchange energy within GGA and α is the mixing parameter. There-

fore, they are positioned high on the Jacob’s ladder, becoming some of the most preferable
options of XC functionals in chemical calculations. One of such frequently used functionals
in this study is B3LYP [74–76].

Improvements in approximations inherently come with a higher computational cost,
leading to another DFT limitation associated with modeling large complexes. This can
be circumvented by using a larger basis set only for modeling the area around the active
site and a smaller basis set for the rest. Alternatively, the quantum mechanical/molecular
mechanical (QM/MM) method can be applied in a similar way. Combining GGA func-
tionals with the density fittings [77, 78] can also speed up calculations. This approach has
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been applied in the thesis to model large MOF, silver ligated hydride and zeolite models
in which the GGA functional PBE [79, 80] has been used.

The highest on the Jacob’s ladder and closest to the chemical accuracy ceiling is
random phase approximation (RPA). Although RPA precedes DFT, it has been signifi-
cantly developed since then, becoming an important advanced method in computational
chemistry. This approach includes description of van der Waals interactions, uses exact
exchange, and accurately describes metallic systems [64]. It is less frequently utilized in
catalytic research due to its significant computational cost.

Development of new computational techniques and the increasing availability of high-
performance computing resources continues to expand the applicability of DFT in this
field. However, catalytic modeling requires inspection of many systems, energy pathways,
and intermediate steps, which is often time-consuming. Some alternative methods, such
as machine learning, can help exploring these complex reaction networks [81]. Typically,
a combination of different approaches is needed to come up with the best solution for a
specific catalytic problem.

1.3.3 Modeling of catalytic reactions

To gain an insight into the reaction mechanism, it is necessary to introduce the concept
of the potential energy surface (PES), which plays a key role in the field of computational
chemistry [82]. More precisely, a simplified two-dimensional PES or an energy profile along
one reaction coordinate is calculated. Mathematically, PES is a surface with the potential
energy of the structure in relation to its atomic coordinates [83]. Such a description offers
numerous possibilities for interpreting molecular geometry, its properties, and reactivity
and is a direct consequence of the Born-Oppenheimer approximation [67]. The study
of the reaction mechanism involves optimizing each of the reactants, intermediate steps,
and products, including transition states (TS), using DFT calculations at T = 0 K.
Eventually, optimization steps are followed by verification of the minima and transition
states. Values on the energy profile are expressed as energy differences (∆E)

∆E = EC
DFT − EA

DFT − EB
DFT , (1.13)

where EC
DFT , EA

DFT and EB
DFT represent the DFT calculated energies of product C and

reactants A and B, respectively. Additional aspects important for understanding cat-
alytic reactions are the effects of temperature and pressure. Statistical thermodynamics
founded on the ideal gas approximation enables inclusion of translational, rotational, and
vibrational contributions to the electronic one [66]. Thus, it gives macroscopic informa-
tion about the system. The energy gained by including the effects of temperature and
pressure is a thermocorrected energy. To account for the thermodynamic contributions,
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Gibbs free energy has been calculated for the MOF models and the supported nanoclus-
ters. The reaction profile constructed from the relative electronic energies at T = 0 K

gives otherwise a good indication of the reaction energetics.

Potential energy surface

The most frequently used illustration of PES is an image of a mountain with hills and
various valleys and passages [84]. The valleys are equilibrium geometry or minima on the
potential energy surface characterized by all positive frequencies (3N-5 for a linear and
3N-6 for a nonlinear molecule; N is the number of atoms) [83]. The top of the hill, on
the other hand, represents a transition state or a first-order saddle point on the PES. TS
has a maximum in only one direction, which corresponds exactly to the movement from
one valley to another [83]. In other words, the transition states are characterized by an
imaginary frequency or a negative Hessian eigenvalue. Furthermore, the energy gradient
defines the slope of the hill. Clearly, the negative gradient of energy represents the force.
The gradient (g) is defined as

gν =
∂E

∂rν

∣∣∣∣
rν=r0ν

, (1.14)

with rν being nuclei and r0ν any spatial positions. Another important consideration in the
PES characterization is a force constant matrix, or Hessian (H), consisting of the second
derivatives of the energy with respect to nuclear coordinates

Hνµ =
∂2E

∂rν∂rµ

∣∣∣∣
rν=r0ν

. (1.15)

Force constant matrix provides information on the local curvature of PES [83]. In the
physical sense, Hessian describes molecular vibrations and is computationally the most
expensive part of PES characterization. Overall, the mathematical representation of the
PES around r0ν is given by the Taylor expansion as [66]

E(rν) = E(r0ν) + g(rν − r0ν) +
1

2
(rν − r0ν)

TH(rν − r0ν) + ... (1.16)

Minimization techniques

A variety of minimization techniques have been developed so far. Regardless of the
method, there are three main steps that are at the core of minimization procedure [83].
At the starting point of optimization, both the energy and derivatives are calculated.
Here, the gradients are essential to ensure the proper direction of movement along the
PES. This is followed by the structural adjustments that take place as a second step.
Finally, the new position is tested to examine if all the conditions are satisfied for the
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geometry convergence. The steps are usually followed by a frequency calculation, which
is a prerequisite for verification of the stationary point.

One simple minimization algorithm is the steepest descent (SD) method, which ap-
proaches the minimum by evaluating the function in the negative gradient direction [85].
However, this method often oscillates around the minimum, limiting its application to lo-
cating function minima. The conjugate gradient (CG) method builds on the SD principle
but uses a combination of the former search direction and the present negative gradient
to achieve better convergence. However, it is limited to detecting only the minima [83].
The most common are Newton-based minimization methods. The Newton-Raphson (NR)
method starts with a Taylor expansion of the energy function around the current point
with the Newton step (∆x) [82, 83, 85] defined as

∆x = −H−1g. (1.17)

It uses both analytical gradient and analytical Hessian to minimize the energy of the
system. Compared to NR, the quasi-Newton (QN) approach is less expensive and uses an
approximate Hessian at the beginning of the calculations. Also, the QN method uses the
updated approximate Hessian at each subsequent step by using the position change and
change in the gradient [85]. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) updating
algorithm is commonly applied within Gaussian program calculations [86], including those
in the present research. Another alternative minimization method is geometry direct
inversion in iterative subspace (GDIIS), centered on linear interpolation and extrapolation
methods, superior to NR only for the very flat PES [83]. Depending on the molecule’s
size, proximity to the minimum, and optimization difficulty, different methods may be
used alone or in combination with others.

Transition state search

TS, as a first-order saddle point or a maximum on the PES, represents one of the most
challenging parts of the reaction profile calculation. While there are many effective min-
imization algorithms, TS search generally does not include methods that always work.
The two main groups of methods have been used within this research; interpolation and
the local information method. The former group of methods is useful when the reactants
and products located around the TS area are known. Some of the interpolation meth-
ods are linear synchronous (LST), quadratic synchronous transit (QST) and synchronous
transit-guided quasi-Newton (STQN) [83]. The LST method involves linearly varying the
coordinates without optimization along the path from the reactants to the products. As
all variables change synchronously, the highest energy point along the path corresponds
to the transition state [83]. In the QST method, the reaction path is approximated by
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a parabola while in STQN that is a circle [87, 88]. These two methods are implemented
within the Gaussian program [86] as the QST2 and QST3 methods. Usually, finding a
TS region is followed by Newton-Raphson optimization [83, 86]. Although both QST2
and QST3 approaches have been applied in the course of this research, they were not
very effective for the large investigated models. In comparison to interpolation, local TS
search methods do not require prior knowledge of the reactants and products, but instead
use an energy function and its first and second derivatives. These methods require a good
starting guess for the TS and the explicit force constant matrix which are computationally
expensive.

The robust optimization algorithm for both minimization and TS search in Gaussian
is Berny, developed by B. Schloegel [89]. For TS search, the calculation of explicit Hessian
is required at the beginning, and for complicated cases, also at each optimization step.
Sometimes, the scanning of the PES along one reaction coordinate is a helpful approach for
locating transition states on a flat surface. The shortcoming is that many time-consuming
scans are necessary.

Intrinsic reaction coordinate (IRC)

This method ensures that the TS actually connects two minima of interest [90, 91]. The
intrinsic reaction coordinate [83] is defined by

dx(s)

ds
= − g

|g| = t, (1.18)

where s is the length of the path, t is the normalized gradient, and x is the mass weighted
coordinate. Along with IRC, the identification of the active reaction coordinate in imagi-
nary frequency offers a reliable way to validate the TS. IRC method can follow the reaction
in both the reverse and forward direction but requires the calculation of a force constant
matrix at the starting point of optimization. This approach was particularly useful for
modeling a complex reaction network of CO2 methanation, which includes multiple tran-
sition states that needed to be verified.

DFT-molecular dynamics (DFT-MD) method

DFT-MD is computational method that describes dynamics of the material at the atomic
level by combining the quantum mechanical DFT approach with the classical molecular
dynamics. In practice, classical Newton’s equations of motion at finite temperature are
calculated using numerical algorithm such as Verlet, while DFT calculations provide en-
ergies of the system and forces acting upon it. At each time step, electron density is
updated based on the current configuration of the atoms. The computational cost of the
method depends on the number of steps, as well as the system’s size and the choice of
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the exchange-correlation functional. DFT-MD has many applications in material science,
including the study of catalytic reactions and the exploration of complex material prop-
erties. Within this study, it has been used to investigate model of supported bimetallic
cluster to examine CO2 binding at high temperatures.

Overview of the investigation steps

Defining catalyst model: The first step is careful consideration of the catalyst model,
which requires appropriate design of metallic center and the surrounding. The modeling
usually begins with designing smaller systems and gradually expanding the surrounding
environment, ultimately selecting the optimal cluster size representing both the active
site and the surrounding.
Calculation set-up: The size and the composition of the model system directly affect
the choice of the functional and basis set. Usually, the functionals are chosen between
the GGA and hybrid ones depending on the type of the problem and desired accuracy
level. To gain insight into the performance of different functionals, previous benchmarks
for specific system types are examined. Also, the charge, multiplicity and coordinates
have to be specified. At this step, dispersion correction is included in calculations. Addi-
tional details regarding computational approaches and methods are given within compu-
tational/theoretical sections of the respective papers.
Geometry optimization: The structure is gradually relaxed until the defined convergence
criteria is met. Generally, convergence criteria for energy in all calculations is 10−8

Hartree. The following step is usually extensive search for the lowest energy isomer,
typically conducted to identify the most stable configuration of the catalyst.
Study of binding sites and energies: DFT-MD method is helpful for determining the
binding site of an adsorbate at certain temperature. Here, the chosen temperature depends
on the known experimental values. This step is usually followed by series of optimizations
to determine the most stable complex. Also, binding energies are calculated to assess the
reactivity and stability of the catalyst.
Calculation of reaction pathway: The modeling of the catalytic reaction involves calcu-
lating and mapping out all the minima and transition states. This step requires the use
of different optimization algorithms, chosen based on their cost-effectiveness and system
complexity. It is crucial to verify each step which typically includes performing frequency
calculations and IRC analysis. Finally, the obtained bond lengths and activation energies
are compared with previous benchmarks and experimental results to assess the accuracy
and reliability of the model. This step is often repeated to explore different reaction
branches and pathways.
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1.4 Research directions

Advancement of theoretical and experimental methods, coupled with the progress in com-
puting power, enables the exploration of increasingly more complex systems, including
heterogeneous catalysts at the nanoscale. A promising approach for the development of
these systems is through the inclusion of widely studied metallic clusters from the gas
phase within new surroundings. Specifically, these surrounding materials include metal-
organic frameworks (MOFs), ligands, zeolites, and metal oxide supports. By leveraging
their properties, the aim is to develop new heterogeneous catalysts for a number of energy
and environmental applications.

The impact of the surrounding on catalytic properties of metallic clusters ranges from
protection, stabilization, improved metal distribution to induced synergy [92–94]. How-
ever, some of the effects can be disadvantageous, such as blocking of the active site, as
well as its inactivation [95].

Figure 1.1: An overview of designed nanostructured materials presented in the the-
sis. For each material, metallic cluster/center and surrounding are highlighted and
grouped within a specific research direction. These surroundings include MOF UiO-67,
bis(diphenylphosphino)methane (dppm) ligands, zeolite ZSM-5, and ZrO2 metal oxide
support. A color legend is provided on the right.

The transition from homogeneous to heterogeneous catalysis is addressed through fol-
lowing strategies:
i) integration of catalytic metal center within the MOF material (Chapter 2: Nanostruc-
tured materials for hydrogen production and storage, Section 2.1 ) and ligand protection
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of metal hydride cluster (Section 2.2 ),
ii) placing ligated metal cluster inside the zeolite (Chapter 3: Nanostructured materials
for elimination and utilization of carbon monoxide, Section 3.1 ), and
iii) depositing small metal clusters on metal oxide support (Chapter 4: Nanostructured
materials for conversion of carbon dioxide into useful products, Sections 4.1 and 4.2 ).
The choice of strategy depends on the specific application requirements and the properties
of the surrounding.

This section is structured to present the research directions organized according to
both the material design and the proposed application (cf. Figure 1.1). Each new nanos-
tructured material is presented through catalytic metal center/cluster, surrounding, and
the concept of their integration. The concept also summarizes the key findings of the
relevant research paper included as a part of the thesis.

1.4.1 Designing nanostructured materials for hydrogen

production and storage

Metallic center

Hydride compounds with coinage metal atoms (Cu, Ag, Au) have a significant role in
organometallic chemistry, exhibiting remarkable properties that stem from the covalent
nature of their metal-hydride bonds [96]. Recently, a series of coinage metal complexes
were investigated to identify the most active and selective homogeneous catalyst for formic
acid decarboxylation [95, 97]. Theoretical and experimental gas phase studies showed that
phosphine ligands are responsible for rearranging geometry of the active site, facilitat-
ing the formic decarboxylation reaction on silver ligated binuclear hydrides [LAg2(H)]+

[95]. The cooperative effects of two different coinage metal atoms in ligated binuclear
compounds have also been investigated [97]. The {Cu2H} complex emerged as the most
promising candidate, since it is highly reactive and cost-effective. The study revealed that
one metal atom anchors the formic acid while other enables the hydride transfer. There-
fore, a copper-based mononuclear {CuH} site, which can be readily integrated within a
MOF, was selected as the metallic center for catalyzing formic acid decarboxylation.

I) MOF surrounding

MOFs are promising host environments for the incorporation of single-catalytic sites,
offering easy product separation, high recyclability, and thermal stability [98]. Their di-
verse applications range from gas-phase sorption and catalysis to biomedicine [99]. As
nanostructured reactors [15] they offer three possible catalytic sites: organic linkers, metal
nodes, and inside of the porous cavity [100, 101]. Furthermore, owing to their high surface
area, MOFs are good candidates for CO2/H2 separation via pressure swing adsorption
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[102]. Their volumetric storage capacity (up to 40 g · H2L
−1 [103]) can be optimized

through different engineering approaches [104] and presents an important factor in the
potential application for hydrogen storage. Along with MOF serving as a bridge between
homogeneous and heterogeneous catalysis, there is also a growing interest in porous or-
ganic frameworks (POFs) and covalent organic frameworks (COFs) [105]. Interestingly,
MOFs are sometimes regarded as macroligands capable of modifying the electronic prop-
erties of the active site [105].

UiO-67 is a frequently employed MOF for catalytic applications, in which biphenyl
organic groups serve as linkers and Zr-bipyramid clusters as metal nodes [106]. Previous
research demonstrated that the incorporation of open 2,2-bipyridine sites as linkers in UiO-
67 can generate robust heterogeneous materials with easily controllable reactivity [107].
Further metalation of such sites opens up numerous possibilities, such as the incorporation
of a reactive center. This can modify and ameliorate properties of material, enabling a
wide range of catalytic reactions. Considering the factors mentioned above, modified
UiO-67 is chosen as a promising MOF host for the design of a new heterogeneous catalyst
for the selective decomposition of formic acid.

I) Concept of integrating catalytic metal center into the MOF

In Section 2.1: MOF-based material [108], an investigation of new heterogeneous catalyst
for the hydrogen production and storage is presented. The main strategy for the mate-
rial’s design is integration of a single reactive site within a modified MOF UiO-67. The
study addresses formic acid decarboxylation on different models, ranging from gas phase
to complex MOF-based systems with a {CuH} reactive center. Initially, the reaction
mechanism of formic acid decomposition is analyzed using DFT on a neutral bipyridine
model. An extended bipyridine model is then examined to simulate the organic linker of
the MOF. Experimental investigation of the catalyst’s viability is performed on a charged
ligated bathophen complex. At 65 ◦C, mass spectrometry confirms the catalyst’s selectiv-
ity for H2 and CO2, demonstrating that the reaction proceeds through the formation of a
formate intermediate. The effect of the surrounding is considered using a square fragment
of the MOF with the single reactive site.

Overall, the selective decomposition of formic acid on the {CuH} reactive site involves
a two-step mechanism. The formic acid binds in the first step and progresses through
the transition state for H2 liberation and formate formation. This step is exothermic.
In contrast, proton transfer is endothermic and unfeasible, as confirmed by both DFT
calculations and experiments. In the following step the formate is rearranged. The final
step is the release of CO2 which completes the catalytic cycle. The mechanism of reaction
remains unchanged for all gas phase models, while the MOF environment provides an
additional cooperative effect. This makes activation barriers smaller compared to the gas
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phase. Moreover, Gibbs free energies are consistent with the trends demonstrated by the
calculation of electronic energies.

In summary, the MOF serves as a catalyst for the selective decomposition of formic acid
while utilizing the already mentioned advantages of the material. Such direct production
of hydrogen shows potential for application in fuel cells. Also, the study suggests that
gas phase models represent an effective approach for designing new MOF-based catalytic
materials.

II) Ligands surrounding

Ligands can play a crucial role in controlling the reactivity and selectivity of metal cat-
alysts through electronic and steric effects [95]. In some transition metal complexes, the
cooperative interaction between the ligand and metallic center can facilitate bond activa-
tion [109]. Such synergistic interplay can be utilized for diverse catalytic transformations.
Moreover, ligands can protect, stabilize, and have a direct effect on structural and optical
properties of clusters and noble metal nanoparticles [110]. In a biological environment,
the ligand shell affects their solubility [94]. These various roles of ligands highlight their
importance and potential in developing new catalysts. Ligands which are part of the new
materials design include carbonyl (-CO) and dppm (bis(diphenylphosphino)methane).
The role of carbonyls is presented in the Section 1.4.2.

II) Concept of ligand protected silver hydride clusters

Small silver hydride nanoclusters have earlier been studied as catalysts for formic acid
decomposition [95]. In addition, they have been considered as hydrogen storage materials,
with the possibility to release H2 upon light irradiation or heat [111, 112]. In this sense,
fragmentation under collision-induced dissociation leads to sequential losses of ligands and
hydrides releases, eventually forming a ligated silver cluster [113]. The loss of ligands is
an endothermic process, which is followed by cluster deformation and exothermic hydro-
gen loss. Silver ligated hydride clusters belong to homogeneous catalysts, but through
reaction with borohydride [113], they undergo transformations to form larger clusters or
nanoparticles which present the bridge to heterogeneous catalysts. Therefore, the inves-
tigation of silver ligated cluster is included in the thesis serving as an illustration of how
ligands create an important surrounding for the silver metallic cluster.

The Section 2.2: Ligated silver hydride cluster presents a study [114] on the structural
characterization of [Ag10H8(L)6]2+ (L=dppm), a ligated silver hydride dication with pos-
sible application for hydrogen storage. The cluster scaffold is surrounded by dppm ligands
that offer protection to the silver metal cluster formed as a bicapped square antiprism.
Gas phase experiments with mass spectrometry and X-ray crystallography provide the
characterization of the structure and unimolecular reactivity. For the purpose of identify-
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ing the eight hydride positions on the metal core, DFT calculations are employed. Results
reveal two isomers with four hydrides along the belt and two at each of the pyramid silver
caps. Removal of the hydrides from the cluster core leads to a cluster deformation, as also
found in the previous study [115]. Calculated vibrational spectrum shows weak intensities
of Ag-H vibrations, which overlap with other normal modes. Overall, the ligated sliver
hydride complex is theoretically and experimentally characterized. The ligands provide a
protective and stabilizing surrounding to the silver metal cluster, while directly influencing
the reactivity of the complex.

1.4.2 Designing nanostructured materials for elimination and

utilization of carbon monoxide

Metallic cluster

As already established in the Section 1.2.2, efficient CO removal is crucial for improving
fuel cell efficiency, since the presence of CO in fuel cell feed gas has a significant impact
on its quality. Therefore, the development of an efficient catalyst for CO elimination is
essential. One promising reaction for CO removal is its hydrogenation to methane and
water. In the presence of CO2, the reverse water gas shift (rWGS) reaction leads to H2

loss and increased formation of CO. Therefore, the catalyst for CO methanation should
be highly selective for CO and inert to CO2.

In this context, small supported Ru-particles have been demonstrated as active and
selective catalysts for CO methanation [116–122]. Earlier works by Eckle et al. [116,
118] motivated investigation [123] of small ruthenium nanocatalysts to understand the
basis of their activity and selectivity. The study focused on the size-selected ruthenium
clusters, Run

+ (n = 2−6), which showed high activity towards CO and inactivity towards
CO2. The cooperative effect between CO and H2 adsorption followed by promoted H2

dissociation was identified as one of the critical factors in catalytic performance. Also,
the presence of undercoordinated Ru atom sites was reported to favor H2 activation, thus
enhancing its catalytic activity.

Moreover, gas phase experiments revealed that these small Ru-clusters bind to CO
in a specific manner, forming unique Ru-carbonyl complexes with extraordinary stability
[124]. This behavior arises from their electronic structure, where each apex Ru atom has
a closed-shell valence electron number. These findings provided valuable insights into the
design of new catalysts for CO methanation, particularly the importance of coordination of
catalytic sites, cooperative H2 coadsorption, and the relationship between cluster size and
Ru-complex formation [123]. Ru4(CO)13H2

+ which satisfies all the necessary conditions,
is proposed as a promising candidate for intrazeolite anchoring.
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Zeolite surrounding

Zeolites are crystalline materials characterized by microporous size, chemical, and thermal
robustness [125]. They consist of TO4 tetrahedra, with T generally being aluminum or
silicon. These tetrahedral units are linked in various ways to form small cages, single
and double rings, which create a network of interconnected channels and cavities [125,
126]. Although zeolites have traditionally been used for adsorption and separation of
chemicals, they have gained a significant interest in the field of catalysis due to their
unique structural properties.

One of the key advantages of zeolites is their ability to encapsulate different species,
including metal clusters and nanoparticles [126–128]. Zeolite cavities create a unique
environment that allows the protection of guest molecules from external conditions. Also,
they offer improved stability, increased selectivity, and the prevention of unwanted side
reactions [126, 127]. One such example is the copper binuclear center inserted within the
zeolite on a "ship in a bottle" principle [129]. This showed a new approach to design a
zeolite-based catalyst for formic acid decomposition. Here, zeolite was used as a cage,
providing an inert environment for the inserted metallic center. Pore sizes and shapes
of zeolites can be tailored to suit specific applications, making them a versatile catalytic
materials. Furthermore, reengineering the framework by insertion of basic sites directly
influences their reactivity [128, 130].

Shen et al. [131, 132] previously reported on the synthesis of ruthenium carbonylated
compounds within the faujasite zeolite, showing promising results in CO/H2 reactions.
This led the authors to propose the introduction of carbonylated ruthenium clusters within
other types of zeolites [133]. ZSM-5 is widely used in industry, offering high stability and a
large pore size [134]. As a result, it is selected as a host zeolite surrounding for confinement
of Ru-ligated complex to form a new heterogeneous catalyst for CO removal.

Concept of ligated ruthenium cluster inside the zeolite cage

Section 3.1: Zeolite-based material presents the study [135] of a new heterogeneous cata-
lyst for CO removal in the context of fuel cell application. This research direction is based
on placing the ligated Ru4(CO)13H2

+ cluster within the ZSM-5, thus allowing heterog-
enization of a previously well-explored gas phase catalyst. To examine the interaction
between the Ru-cluster and the zeolite, a bare Ru4

+ is first placed inside the ZSM-5.
The results show that there is a strong bonding between Ru atoms and O atoms of the
framework, resulting in cluster distortion and charge transfer from the framework to the
cluster. However, the cluster structure is not affected by placing the Ru-carbonyl com-
plex inside the cage. This is also in contrast to faujasite zeolite, which strongly interacts
with carbonyl groups due to the presence of Na+ sites within its framework [136]. These
findings demonstrate an important role of ligands in protecting the metallic cluster from
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interaction with the zeolite. Moreover, the only interaction between the Ru-complex and
ZSM-5 is attributed to the weak dispersion forces.

Additionally, to examine the potential influence of Al−, a bare Ru4
+ cluster was placed

within a modified framework in which a single Si atom was replaced by Al−. In this case,
the charge transfer is slightly reduced with a relatively unchanged cluster structure. This
suggests that the presence of Al− does not have a pronounced effect on the catalytic
center.

Calculations of the energy profile for CO methanation on the intrazeolite anchored
Ru-complex show that the reaction mechanism and energetics remain the same as in
the gas phase model. The first reaction step starts with barrierless H2 adsorption and
dissociation. This is followed by hydride transfer to carbon and formation of formyl,
which is a rate-determining step. The intermediate steps are the formation of water and
methyne, and finally the release of methane, resulting in an overall exothermic reaction.

Altogether, zeolite acts as a nanocontainer, which does not interfere with the reaction,
while ligands provide the protection of the metal core. The study demonstrates that the
Ru4(CO)13H2

+ cluster inside the ZSM-5 zeolite cage is a feasible approach to design a
solid heterogeneous catalyst for the removal of CO and the production of methane.

1.4.3 Designing nanostructured materials for conversion of

carbon dioxide into useful products

Metallic cluster

Supported subnanometer metallic clusters hold great promise as a new class of active
and selective catalysts for a wide range of chemical reactions. The size, composition, and
structure of these clusters can be precisely controlled, allowing the fine-tuning of activity
and selectivity [137]. One of their key advantages is a high number of undercoordinated
surface atoms, which are often active sites important for adsorption and reactivity [137,
138]. Furthermore, the small cluster size facilitates the theoretical prediction of catalytic
properties and the elucidation of reactive centers. The dynamic behavior of clusters is an
additional aspect to consider, since their restructuring can impact catalytic activity [139].

Catalysts based on copper are extensively investigated for CO2 hydrogenation reac-
tions due to their availability and low cost [48–53]. In a study by Zhang et al. [50],
adsorption energies for CO and O on small Cu-clusters were used as descriptors of cat-
alytic reactivity in CO2 hydrogenation reaction. The unique catalytic behavior of these
catalysts was attributed to their discrete energy levels and molecule-like electronic prop-
erties as well as the d-band position which influences adsorption strength and activity
[50]. Another study explored the catalytic properties of small size-selected Cu-clusters
(n = 3, 4, 20) supported on alumina for the reaction of CO2 conversion to methanol [49].
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The results showed that Cu4 exhibits the best performance for methanol formation under
low-temperature and low-pressure conditions [48, 49]. In addition, a single-atom change,
such as a size reduction from Cu4 to Cu3, significantly reduces catalyst activity.

Based on these findings, Cu4 is selected as a supported metallic cluster due to its
potential to catalyze CO2 conversion reactions. To optimize catalyst performance, doping
by single-atom replacement is also explored.

Metal oxide support surrounding

In heterogeneous catalysis, metal oxides are often used as supports. In addition, they can
serve as catalytically active materials, offering an additional active catalytic region at the
interface between the catalyst and the support. By providing stability and prevention of
sintering, they increase the catalyst durability [137]. Also, the structural defects of the
support as well as the electron transfer to the cluster modify catalyst performance [140].

Metal oxides can support different metal species, ranging from single atoms, clusters,
to nanoparticles. These supports have influence on the mobility of metal species, providing
an environment with specific electronic effects, as well as electrostatic interactions [137].

Zirconium oxide is a promising catalytic support because of its stability in oxidizing
and reducing conditions. Additionally, it offers weak acid and basic sites that are ben-
eficial for catalysis [141]. These materials exist in several phases, including monoclinic,
tetragonal, cubic, and amorphous, each offering a different set of properties that are suited
for specific catalytic purposes [142]. Beyond its role as a metal oxide support, ZrO2 ex-
hibits an intrinsic reactivity [141] and a synergistic effect through its interaction with the
metallic clusters [93]. Given these factors and the fact that ZrO2 has been successfully
utilized in CO2 hydrogenation reactions earlier [93], it is selected as the promising metal
oxide environment for the deposition of small Cu4 clusters.

I) Concept of depositing small copper cluster on a metal oxide support

Section 4.1: Supported metallic nanocluster introduces the experimental and theoretical
investigation of new heterogeneous catalysts for CO2 conversion to methane and methanol
[143]. These catalysts consist of small Cu-clusters (Cu4 and Cu12) deposited on a ZrO2

atomic layer deposited (ALD) and nanostructured (NS) support. State-of-the-art experi-
mental techniques are used to prepare these catalysts with atomic-level precision. Results
demonstrate that both cluster sizes are more active on NS zirconia, with Cu4 activating
CO2 at 275 ◦C and Cu12 at 175 ◦C. The oxidation state is also found to affect cluster
activity. Furthermore, Cu12 on NS zirconia shows the highest rate of methane formation,
although with reduced recyclability.

Underlying mechanism of CO2 methanation is elucidated by DFT calculations. The
proposed theoretical model is based on a rhombic Cu4O2 cluster deposited on a ZrnO2n
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(n = 12) zirconia fragment, with the Cu-cluster bound to the surface over O and Zr atoms.
The Cu-cluster has oxidation state 1, as also demonstrated by the Mulliken charges. All
the reactions species are directly connected to two Cu atoms, showing the key role of
the Cu2 subunit. The zirconia support provides stabilization through strong anchoring of
Cu4O2, resulting in a large binding energy. The calculated energy profile demonstrates the
complexity of the new energy pathway. Methanation is a four-step reaction, with CO2 and
H2 binding within the initial exothermic step providing enough energy for CO2 activation.
The CO2 methanation can progress along a formate or carboxylate route, with the latter
requiring larger activation barriers. The reaction proceeds along the formate formation,
followed by water release, methoxy, and methane formation in the third step, and the
second water formation in the fourth step. In the third step, the alternative pathway
that branches from the methoxy intermediate is also shown to lead to the formation of
methanol.

Overall, this study provides valuable insights into the mechanism of CO2 methanation,
as well as information on the reactive site and the role of the surrounding. Experimental
findings demonstrate the effect of various zirconia morphologies, as well as of cluster size,
on catalyst activity. This paves the way for future efforts to tailor the catalyst properties
for specific applications.

II) Concept of replacing a single Cu atom by Pd

An idea of catalyst tunability is explored through the concept of replacing a single Cu
atom in a Cu4O2 cluster by a single Pd atom. Pd is chosen as a dopant because of its
ability to facilitate H2 dissociation. The study is presented in Section 4.2: Supported
bimetallic nanocluster [144] and focuses on the investigation of new bimetallic catalysts
for CO2 conversion. The key subunit of Cu3PdO2/Zr12O24 model catalyst is CuPd, with
all reaction species bound to either Cu or Pd. In contrast, the remaining Cu2 unit does
not actively participate in the reaction steps. Natural charges along with the bond length
indicate a smaller charge transfer between the cluster and the support compared to that of
the monometallic catalyst. Furthermore, the activation of CO2 is followed by CO2 bending
and electron gain, which is also smaller for the bimetallic model catalyst. Consequently,
the energy profile is higher-lying, resulting in lower stability.

Investigation of the energy profile reveals several routes for CO2 conversion that allows
to directly compare the reaction steps at Cu and Pd atoms. The preferential pathway
was found to be the formate one, with the same intermediate steps as in the monometallic
case. The transition states that include H2 dissociation at the Pd atom are significantly
lower in energy compared to the steps occurring at Cu, which are energetically close to
equivalent steps in a monometallic model catalyst. This important conclusion indicates
that atomic-level doping can be used not only for CO2 conversion but also for other rele-
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vant reactions. In contrast to the higher temperatures necessary for methane formation,
methanol formation is possible at lower reaction temperatures.

This research opens an avenue for the design of new heterogeneous catalysts based on
small supported clusters that can be tuned by single-atom doping.
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Nanostructured materials for hydrogen
production and storage

2.1 MOF-based material

Reproduced from:
Richard A. J. O’Hair, Antonija Mravak, Marjan Krstić, and Vlasta Bonačić-Koutecký.
Models facilitating the design of a new metal-organic framework catalyst for the selective
decomposition of formic acid into hydrogen and carbon dioxide. ChemCatChem, 11(10),
2019, 2443-2448. Reproduced with permission from the John Wiley & Sons.

www.chemcatchem.org

A Journal of

10/2019
Front Cover: 
R. O’Hair et al.

Models Facilitating the Design of a New Metal-Organic Framework 
Catalyst for the Selective Decomposition of Formic Acid into Hydrogen 

and Carbon Dioxide

Figure 2.1: Cover page of ChemCatChem [108] featuring design of new MOF-based ma-
terial for hydrogen production and storage. Reproduced with permission from the John
Wiley & Sons.
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Models Facilitating the Design of a New Metal-Organic
Framework Catalyst for the Selective Decomposition of
Formic Acid into Hydrogen and Carbon Dioxide
Richard A. J. O’Hair,*[a] Antonija Mravak,[b] Marjan Krstić,[b] and Vlasta Bonačić-Koutecký*[b, c]

Dedicated to Professor Veronica Bierbaum on the occasion of her retirement.

Here we describe a new conceptual approach for the design of
a heterogeneous metal-organic framework (MOF) catalyst based
on UiO-67 for the selective decarboxylation of formic acid, a
reaction with important applications in hydrogen storage and
in situ generation of H2. Models for the {CuH} reactive catalytic
site at the organic linker are assessed. In the first model system,
gas-phase mass spectrometry experiments and DFT calculations
on a fixed charge bathophen ligated copper hydride complex,
[(phen*)Cu(H)]2� , were used to demonstrate that it acts as a
catalyst for the selective decomposition of formic acid into H2

and CO2 via a two-step catalytic cycle. In the first step liberation

of H2 to form the carboxylate complex, [(phen*)Cu(O2CH)]
2�

occurs, which in the second step selectively decomposes via
CO2 extrusion to regenerate the hydride complex. DFT calcu-
lations on four other model systems showed that changing the
catalyst to neutral [(LCu(H)] complexes or embedding it within
a MOF results in mechanisms which are essentially identical.
Thus catalytic active sites located on the organic linker of a
MOF appear to be close to a gas-phase environment, thereby
benefitting from the favorable characteristics of gas-phase
reactions and validating the use of gas-phase models to design
new MOF based catalysts.

Introduction

Thirty years ago Robson proposed the rational design and
construction of a novel class of porous materials composed of
metal centers as nodes that connect to organic ligands as rods
(linkers).[1,2] In two landmark papers he provided remarkable
visions for a new field of chemistry for these coordination
polymers,[3] which were subsequently rebranded as metal-
organic frameworks (MOFs).[4] He noted that “despite Nature’s
abhorrence of a vacuum it may be possible to devise rods with
sufficient rigidity to support the existence of solids with relatively
huge empty cavities”[2] and prophesied that “{r}elatively unim-
peded migration of species throughout the lattice {MOF} may
allow chemical functionalization of the rods {linkers} subsequent
to the construction of the framework. The introduction of one or

more catalytic centers per rod may thereby be straightforward.
The very open structure should again ensure both easy access of
substrates to catalytic sites and ready release of catalytic
products”.[2] The prediction of post-synthetic modification (PSM)
of a MOF[5] to build a supported catalyst had to wait over a
decade until Lin’s pioneering work on a MOF based heteroge-
neous asymmetric catalyst for the addition of diethyzinc to
aromatic aldehydes to afford chiral secondary alcohols.[6]

Although much progress has since been made in construct-
ing a wide range of MOF catalysts,[7] the vacuum like environ-
ment within MOFs suggested to us a tantalizing new concept
for the design of novel MOF based catalysts, where gas-phase
studies are used to examine the likely reactivity of a catalytic
metal site within a MOF (Scheme 1). The use of gas-phase
models seemed plausible given that our previous reaction-
mechanisms approach, where gas-phase studies using multi-
stage mass spectrometry experiments (MSn) in an ion trap are
blended with DFT calculations,[8] was successfully applied to the
design of new catalysts from the ground up[9–12] and the
invention of new reactions for use in organic synthesis.[13] In the
former studies, through a sequence of iterations in which
different ligands and metal sites were evaluated, we developed
a series of ligated binuclear coinage metal hydride cationic
catalysts for the selective decarboxylation of formic acid
(Scheme 1a, b),[14] a reaction of considerable interest for the use
of formic acid in hydrogen storage applications.[15] In all cases a
two-step catalytic cycle operates (Scheme 1a) in which the
metal hydride complex, 1, reacts in Step I with formic acid to
liberate hydrogen and form a coordinated metal formate, 2,
which in Step II liberates CO2 under conditions of collision-
induced dissociation (CID). For these first generation catalysts
the best ligand for the silver hydride was 1,1-bis(diphenylphos-
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phino)methane (dppm) to give complex 1a (Scheme 1b), and
solution phase studies confirmed the liberation of H2 and CO2

at a relatively low temperature of 65 °C.[9] Although the exact
nature of the stoichiometry of the solution phase catalysts is
unknown, subsequent gas phase studies highlighted that
tetranuclear silver hydride cluster complexes were unreactive
towards formic acid.[10] This spurred us onto examining the role
of the metal center, where all possible homo and hetero
coinage metal complexes were explored to establish that the
best gas-phase catalyst for both steps in the catalytic cycle was
the biscopper complex 1b.[11] Given the difficulty of establishing
the nature of the solution phase catalyst, we were interested in
translating the gas-phase homogeneous catalysts into a hetero-
genous system. Unfortunately, the second generation catalyst
1b was shown by DFT calculations not to fit into the framework
of a ZSM-5 zeolite, which resulted in the development of a new,
less bulky catalyst 1c based upon the N-based 1,8-naphthyr-
idine ligand.[12] This catalytic site was found to fit neatly into the
framework a ZSM-5 zeolite. Due to the experimental challenges
of developing these zeolite-based “ship in a bottle” catalysts,[16]

we were tempted by the “heterogenization of a homogenous
catalyst” strategy to use gas-phase studies to design a MOF
based catalyst where the metal site is part of the framework.
There are three types of potential catalytic sites within a MOF as
illustrated for the UiO-67 MOF (Scheme 1c): (i) the organic
linker, which can be functionalized to introduce a catalytic site
as per Robson’s original proposal; (ii) the metal node; (iii)
insertion of a guest catalyst (essentially a “ship in a bottle”
catalyst). While all three types of MOF catalysts have been
demonstrated,[7] we were attracted to developing organic
linkers functionalized by a copper hydride catalytic site. Here
we use DFT calculations to show that the mechanisms and
energetics associated with the two-step catalytic cycle of simple

gas-phase catalysts 1d–1f (Scheme 1d) are very similar to those
of the models 1g and 1h of UiO-67 MOF (Scheme 1e).

Results and Discussion

Since there are no known 1,8-naphthyridine based ligands for
the construction of MOFs that would support a binuclear
{Cu2H}

+ catalytic site related to 1c, we decided to adopt the
5,5’-dicarboxy-2,2’-bipyridine ligand as an organic linker since:
(i) it has been shown to be able to be incorporated into the
robust UiO-67 MOF;[17] (ii) PSM of such MOFs with metal sites
have been used to prepare catalysts.[18] We first wanted to use
experiment and theory in concert to establish that a mono-
nuclear hydride {CuH} complex could act as a catalyst for the
selective decarboxylation of formic acid. Since the {CuH} sites in
MOFs have no net charge while the mass spectrometry experi-
ments require the use of ions for mass-selection, reaction and
detection, we turned to the well-established use of fixed charge
ligands.[19] We chose 4,7-diphenyl-1,10-phenanthroline-disul-
fonic acid disodium salt as the fixed charge ligand (phen*) since
it should allow ready formation of the copper formate complex
2d via electrospray ionization (ESI) and the sulfonate sites: (i)
are well away from the {CuH} reactive site and should not
significantly perturb reactivity; (ii) have a low gas-phase basicity
and should not deprotonate formic acid.[20] Gratifyingly 1d was
readily formed via CID of 2d and reacts cleanly with formic acid
to give the formate complex ([Eq. (1)] and Figure 1a) at the
collision rate, consistent with DFT calculations which predict
that the reaction is exothermic by 1.07 eV and has a barrier
lying below the separated reactants (as discussed further
below). No proton transfer is observed [Eq. (2)], consistent with
the low basicity of the chosen sulfonate fixed charges[20] and
with DFT calculations which predict that the reaction is

Scheme 1. Design principles for coinage metal hydrides for the selective decarboxylation of formic acid: (a) two-step catalytic cycle. Step (I) is an ion-molecule
reaction with formic acid; Step (II) involves liberation of CO2 under CID conditions. (b) 1st (1a), 2nd (1b) and 3rd (1c) generation gas-phase binuclear coinage
metal hydride catalysts previously reported. (c) examples of potential catalytic sites within the MOF UiO-67; (d) Gas-phase models for mononuclear copper
hydride catalysts located at the organic linker; (e) models for the heterogenization of a gas-phase homogenous catalyst located at the organic linker in a MOF.
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endothermic by 0.48 eV. A minor secondary product is formed
by reaction of formic acid with the copper formate complex 2d
[Eq. (3)] as confirmed by mass selection of m/z 299 and this
adduct fragments via formic acid loss upon CID (data not
shown). CID of [(phen*)Cu(O2CH)]

2� cleanly regenerates [(phen*)
Cu(H)]2� via decarboxylation [Eq. (4)].

½ðphen*ÞCuðHÞ�2� þ HCO2H! ½ðphen*ÞCuðO2CHÞ�
2� þ H2 (1)

½ðphen*ÞCuðHÞ�2� þ HCO2H!

½ðphen* þ HÞCuðHÞ�� þ HCO2
�

(2)

½ðphen*ÞCuðO2CHÞ�2 þ HCO2H

! ½ðphen*ÞCuðO2CHÞðHCO2HÞ�
2� (3)

½ðphen*ÞCuðO2CHÞ�
2� ! ½ðphen*ÞCuðHÞ�2� þ CO2 (4)

To examine the mechanistic aspects responsible for the
selective decomposition of formic acid into H2 and CO2 via
reaction steps I and II within the catalytic cycle (Scheme 1a),
DFT energy profiles have been determined for five systems: (i)
[(phen*)Cu(H)]2� , 1d (Scheme 1d), which has been experimen-
tally investigated in the gas phase (Figure 1), (ii) [(bipy)Cu(H)],
1e (Scheme 1d); (iii) [(bipy*)Cu(H)], 1f (Scheme 1d), which
contains the organic linker present in MOF UiO-67, and capped
as a diester; and models for MOF UiO-67[21] in which the
octahedron is simplified as a square consisting of three
biphenyl organic linkers, one (bipy*)Cu(H) organic linker
containing the catalytic site and four Zr6O4(OH)4(COOH)10 nodes
in the corners, with the CuH catalytic pointing (iv) into the
center of the square, [UiO-67(bipy)Cu(H)in], 1g (Scheme 1e); (v)
outside of the square, [UiO-67(bipy)Cu(H)out], 1h (Scheme 1e).
The DFT calculated energy profiles are shown in Figures 2, S2, 3,
4 and S4 respectively and Table 1 compares the energies of all
key species for all model systems. The most noteworthy aspect
of comparing the energy profiles and associated structures is
that the mechanistic features are similar for all model systems,
with small perturbations to the energetics. In all cases the
formic acid binds to the CuH catalytic center to generate
complex 3. For step I, breaking of the formic acid O� H bond
and formation of H2 occurs over an energy barrier associated
with TS3-2, which is below the energy at the separated
reactants in the case of all the gas phase systems (1d, 1e and
1f) while for the MOF models 1g and 1h, the formation of 2
with concomitant release of H2 occurs without a barrier (cf.
Figures 2–4). In all cases loss of H2 to form the copper formate
subunit, CuO2CH is energetically favorable. For the first step of
the reaction, the N,N-bidentate {CuH} subunit represents the
key reactive site consistent with the calculated HOMOs (Fig-
ure S3).

For the loss of CO2 associated with step II and to close the
catalytic cycle, two energy barriers have to be overcome. TS2-2’
is associated with the required conformational change of the
formate ligand to form the reactive conformer 2’ for decarbox-
ylation, which surmounts TS2’-4 to yield the hydride complex 4,

Figure 1. LTQ mass spectra obtained for the MSn CID (or IMR) experiments
of: (a) IMR of [(phen*)63Cu(H)]2� (m/z 277), 1d, with formic acid; (b) CID of
[(phen*)63Cu(O2CH)]

2� (m/z 299), 2d. An activation time of 30 ms was used
for the CID experiments and 500 ms for the IMR experiments. A * represents
the mass-selected precursor ion.

Table 1. Summary of key energies associated with Steps I and II for all systems studied.

Model 3 TS3-2 2 TS2-2’ 2’ TS2’-4 4

[(phen*)Cu(H)]2� , 1d[a] � 0.64 � 0.41 (0.23) � 1.07 � 0.88 (0.19) � 0.92 � 0.05 (0.87) � 0.17
[(bipy)Cu(H)], 1e[b] � 0.61 � 0.41 (0.2) � 1.01 � 0.61 (0.4) � 0.67 0.18 (0.85) � 0.15
[(bipy*)Cu(H)], 1f[c] � 0.52 � 0.42 (0.1) � 0.93 � 0.56 (0.37) � 0.63 +0.27 (0.9) � 0.12
[UiO-67(bipy)Cu(H)in], 1g[d] � 0.96 –[f] � 1.04 � 0.61 (0.43) � 0.65 � 0.11 (0.54) � 0.15
[UiO-67(bipy)Cu(H)out], 1h[e] � 0.97 –[f] � 1.01 � 0.58 (0.43) � 0.80 � 0.04 (0.76) � 0.12

[a] Potential energy diagram with structures is given in Figure 2. [b] Potential energy diagram with structures is given in Figure S2. [c] Potential energy
diagram with structures is given in Figure 3. [d] Potential energy diagram with structures is given in Figure 4. [e] Potential energy diagram with structures is
given in Figure S4. [f] Barrierless process as transition state not found.
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in which CO2 is loosely interacting (with Cu� O distance of
around 3.7 Å) and from which CO2 is readily lost to generate 1.

An examination of Table 1 reveals that some species related
to the catalytic cycle are influenced by the electronic effects
associated with the various ligands used in the different models.
The phen*, bipy and bipy* ligands of the gas-phase models 1d,
1e and 1f have little influence on the energetics for 3, TS3-2

and 2 associated with Step I, whereas species TS2-2’, 2’ and
TS2’-4 associated with step II are slightly higher for the gas-
phase 1e and 1f. Comparing the gas-phase model 1f to the
MOF models 1g and 1h reveals that the MOF environment
provides a cooperative effect in which the energetics of virtually
all species becomes more favorable. This is likely due to electric
field effects, which have generated much recent interest in

Figure 2. DFT-calculated energy profile for the two reaction steps in the catalytic cycle for [(phen*)Cu(H)]2� , 1d in the gas-phase. All structures were fully
optimized using DFT method with the hybrid B3LYP functional and def2-TZVP atomic basis set which has been used for all atoms. Color coding of atoms:
green – carbon, red – oxygen, white – hydrogen, blue – nitrogen, yellow – sulfur, brown – copper.

Figure 3. DFT-calculated energy profile for the two reaction steps in the catalytic cycle for [(bipy*)Cu(H)], 1 f in the gas-phase. All structures were fully
optimized using DFT method with the hybrid B3LYP functional and def2-TZVP atomic basis set which has been used for all atoms. Color coding of atoms:
green – carbon, red – oxygen, white – hydrogen, blue – nitrogen, brown – copper.
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enhancing organic reactions[22] but which appear to have been
limited to discussions of the separation of gases in the context
of MOFs.[23] It is worth noting that the Gibbs free energies
associated with key species for Steps I and II for 1d, 1f and 1g
which are given in Table S1 show the same trends as the
corresponding energies presented in Table 1.

Conclusion

Here we have extended the “heterogenization of a homoge-
nous catalyst” strategy to use gas-phase studies to design a
MOF based catalyst. In particular, we have used mass spectrom-
etry experiments to model an organic linker with a {CuH}
catalytic site and show that both steps of the catalytic cycle are
selective for H2 and CO2 formation. DFT calculations have
revealed that the mechanism associated with both steps of the
catalytic cycle are essentially identical for three gas-phase
models and are very similar to those of the two UiO-67 MOF
models. Thus catalytic active sites located on the organic linker
of MOFs appear to be close to a gas-phase environment, and
thereby benefit from the favorable characteristics of gas-phase
reactions. These include selectivity and enhanced rate of
reaction due to lack of solvent effects.[24] Indeed if a MOF
catalyst operates to process gaseous reactants and products,
selectivity should be observed.[25] Our new conceptual approach
opens routes towards the use of new MOF materials based on
UiO-67 as novel catalysts for selective decomposition of formic
acid into H2 and CO2. Studies are underway to prepare and
evaluate the performance of such MOF catalysts.[26]

Experimental Section
Mass spectrometry experiments: Gas-phase experiments on
[(phen*)Cu(H)]2� , formed as discussed in the Supporting Informa-
tion, were carried out using a Finnigan linear quadrupole (LTQ)
mass spectrometer modified to allow the study of IMR.[27,28] The
unimolecular fragmentation/dissociation of mass-selected [(phen*)
Cu(O2CH)]

2� occurred via CID using a normalized collision energy of
20 and an activation time of 30 ms. The CID isolation width was
1 m/z. IMRs were carried by delivering a measured concentration of
formic acid into the helium bath gas.

Theoretical Methods

Determination of energy profiles for reactions included searches for
minima and transition states using the Gaussian suite of
programs.[29] For the gas-phase models of [(phen*)Cu(H)]2� , 1d,
[(bipy)Cu(H)], 1e and [(bipy*)Cu(H)], 1f hybrid B3LYP[30] functional
with def2-TZVP[31] atomic basis set were taken. The differences in
the electronic energies are used rather than the ΔG for the
following reasons due to the experimental conditions: (1) the ion-
molecule reaction (step I) occurs under low-pressure conditions
leading to unfavorable entropy effects arising from loss of degrees
of freedom in the entrance channel where two gas-phase
molecules react to form a single encounter complex;[32] (2) for the
low energy CID reaction (step II) the effective temperature at which
decarboxylation occurs is unknown since the precursor ions under-
go multiple collisions with the helium bath gas resulting in slow
“heating” until fragmentation occurs.[33] For the model MOF systems
[UiO-67(bipy)Cu(H)in], 1g and [UiO-67(bipy)Cu(H)out], 1h, PBE[34]

functional with resolution of identity method (W06)[35] in combina-
tion with def2-SVP[36] was used. Zirconium atoms have been treated
with Stuttgart relativistic effective core potential[37] with corre-
sponding atomic orbital basis set.

Figure 4. DFT-calculated energy profile for the two reaction steps in the catalytic cycle for the model MOF system 1g. Based on X-ray [21] quadratic structure
of octahedron base, the structural local minima and transition states have been determined using DFT method with the PBE functional with resolution of
identity method (W06) with def2-SVP atomic basis set and relativistic ECP for Zr atoms. Square of the octahedron consists of 3 biphenyl chains labeled by
green sticks, 1 (bipy*)Cu(H) chain and 4 Zr6O4(OH)4(COOH)10 nodes in the corners labeled by blue spheres.
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Structural characterization and gas-phase studies
of the [Ag10H8(L)6]

2+ nanocluster dication†

Howard Z. Ma,a Alasdair I. McKay, a Antonija Mravak, b Michael S. Scholz, a

Jonathan M. White, a Roger J. Mulder, c Evan J. Bieske, a

Vlasta Bonačić-Kouteckýb,d and Richard A. J. O’Hair *a

The reactions between silver salts and borohydrides produce a rich set of products that range from discrete

mononuclear compounds through to silver nanoparticles and colloids. Previous studies using electrospray

ionization mass spectrometry (ESI-MS) to track the cationic products in solutions containing sodium

borohydride, silver(I) tetrafluoroborate and the bisphosphine ligands, L, bis(diphenylphosphino)methane

(dppm) and bis(diphenylphosphino)amine (dppa) have identified the dications [Ag10H8(L)6]
2+. Here we

isolate and structurally characterize [Ag10H8(dppa)6](BF4)2, and [Ag10H8(dppa)6](NO3)2 via X-ray crystallo-

graphy. Both dications have nearly identical structural features consisting of a Ag10 scaffold with the atoms

lying on vertices of a bicapped square antiprism. DFT calculations were carried out to suggest potential

sites for the hydrides. Ion-mobility mass spectrometry experiments revealed that [Ag10H8(dppa)6]
2+ and

[Ag10H8(dppm)6]
2+ have similar collision cross sections, while multistage mass spectrometry experiments

were used to compare their unimolecular gas-phase chemistry. Although the same initial sequential ligand

loss followed by cluster fission and H2 evolution is observed, the more acidic N–H of the dppa provides a

more labile H for H2 loss and H/D scrambling processes as revealed by isotope labelled experiments.

Introduction

Coinage metal nanoclusters (CMNCs) continue to attract atten-
tion due to their diverse structures, interesting optoelectronic
properties and potential roles in catalysis.1,2 This class of
materials for which the size ranges from a few atoms to a few
hundred atoms, equivalent to a cross section of <2 nm,3 are
important intermediates in the formation of nanoparticles.4

Unlike larger nanoparticles, CMNCs can often be well charac-
terized by molecular techniques such as electrospray ioniza-
tion mass spectrometry (ESI-MS) and single crystal X-ray diffr-
action.5 Whilst chalcogenolate ligands have been traditionally
employed to afford robust CMNCs,6 CMNCs employing phos-
phine ligands are typically more hydride-rich facilitating their

application in a range of areas including: catalysis; transform-
ation of organic substrates,7 as potential precursors to naked
metal clusters,8,9 as models for energy storage.10

The reactions of coinage metal salts with borohydrides in
the presence of capping ligands gives rise to a diverse array of
ligated CMNCs.6,7,11 We have been using an approach that
blends ESI-MS to direct the bulk synthesis of hydride-rich
CMNCs, high resolution mass spectrometry (HRMS) together
with comparisons of the ESI-MS of NaBH4 and NaBD4 reaction
mixtures to “count” the number of hydrides thereby allowing
confident assignment of the molecular formula, X-ray crystal-
lography, neutron diffraction and NMR spectroscopy for struc-
tural characterization, and multistage mass spectrometry
(MSn) experiments in conjunction with Density Functional
Theory (DFT) calculations to examine the fundamental uni-
molecular chemistry of CMNCs.12–22 Scheme 1 shows the
range of CMNCs that can be formed by reacting coinage
metal salts with borohydride in the presence of the small bite
angle bisphosphine ligands bis(diphenylphosphino)methane
(dppm) and bis(diphenylphosphino)amine (dppa) under
different reaction conditions. A common structural motif has
been a trinuclear metal center capped by one hydride binding
in a (μ3-H) fashion to give the dication 12+ (ref. 13) or binding
an additional chloride anion12 or borohydride anions14–17 to
give the cations 2+ and 3+ (Scheme 1). The [Ag10H8(L)6]

2+

cluster dication, is a major ion in the ESI-MS of solutions con-

†Electronic supplementary information (ESI) available. CCDC 1919380–1919385.
For ESI and crystallographic data in CIF or other electronic format see DOI:
10.1039/c9nr08321a

aSchool of Chemistry and Bio21 Molecular Science and Biotechnology Institute,
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bCenter of Excellence for Science and Technology-Integration of Mediterranean

Region (STIM) at Interdisciplinary Center for Advanced Sciences and Technology

(ICAST), University of Split, Poljička cesta 35, Split 21000, Croatia
cCSIRO Manufacturing, Research Way, Clayton, Victoria 3168, Australia
dChemistry Department, Humboldt University of Berlin, Brook-Taylor-Strasse 2,

Berlin 12489, Germany
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taining AgBF4, dppm and NaBH4. Whilst ESI-MS facilitates
optimization of conditions to maximise production of the Ag10
cluster dication, all attempts to structurally characterize it in
the condensed phase were unsuccessful. Our previous best
efforts at characterizing its structure employed gas-phase VUV
photoionization in conjunction with DFT to predict structure
42+ with a distorted bicapped square antiprism (Johnson solid
J17) as the silver core (Scheme 1).18 The six bisphosphine
ligands were placed so that each silver atom is ligated by a
single phosphine. The silver atoms which form the vertices of
the antiprism are ligated by four bridging ligands, whilst the
capping silver atoms are ligated in a monodentate binding
mode. In the optimized structure two different coordination
modes were adopted by the hydrides, four as μ2-hydride and
four as μ3-hydride ligands. Switching to [Cu(MeCN)4](BF4), the
related dppa ligand and tetrabutylammonium borohydride
resulted in the [Cu16H14(L)6]

2+ dication, 52+, which this time
could be isolated with X-ray crystallography identifying a new
CMNC core structure consisting of a Cu9 frustum cupola on
top of a Cu7 distorted hexagonal-shape base.19 The growth
process to form large clusters remains poorly understood, but
may involve assembly from smaller clusters. For example, after
publishing our work on [Ag3(µ3-H)(µ3-BH4)(dppm)3](BF4), 3a,

14

we noticed that an NMR tube used to characterize this sample

contained a crystal with a different color (orange) and mor-
phology. Although the disorder in the crystal precluded estab-
lishing the presence of potential counteranion(s) and solvent
molecules, X-ray crystallography clearly revealed the formation
of a new nanocluster, [{Cl@Ag12}@Ag48(dppm)12], 6.

21

During recent efforts at preparing and studying the reac-
tions of [Ag3(μ3-H)(μ3-BH4)(dppa)3](BF4), 3b,17 we noticed an
additional low intensity signal at m/z 1699 in the ESI-MS,
which is formulated as: [Ag10H8(dppa)6]

2+, 72+. Here we use
X-ray crystallography to determine the structures of two cluster
salts [Ag10H8(dppa)6](BF4)2, 7(BF4)2, and [Ag10H8(dppa)6]
(NO3)2, 7(NO3)2, which each contain essentially identical
[Ag10H8(dppa)6]

2+ clusters. We then use DFT calculations to
suggest potential sites for the hydrides and describe attempts
at further characterizing this cluster using NMR, IR and
UV-Vis spectroscopy. Finally, we use gas-phase experiments to
characterize the structure and unimolecular reactivity of 72+.

Experimental
General considerations

All reactions and synthetic manipulations in affording crystal-
line material of [Ag10H8(L)6](X)2, X = BF4, NO3, were carried out

Scheme 1 Diversity in cluster structure and stoichiometry upon reaction of silver or copper salts with borohydrides in the presence of small bite
angle bisphosphine ligands. Three bis(diphenylphosphino)methane (dppm) ligands which bind as bidentate ligands around the front face of the
cluster in 6 are omitted for clarity reasons to highlight the metallic core. The grey ball in 6 represents the interstitial chloride within the icosahedral
silver core.
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using standard Schlenk techniques under an atmosphere of
pure nitrogen. Dichloromethane, acetonitrile and diethyl
ether, were dried using a solvent purification system and
stored over 3 Å molecular sieves prior to use. All other chemi-
cals were used without further purification: AgBF4, dppa
(Strem); NaBH4 (Ajax); NaBD4 (98 atom % D, Sigma Aldrich),
dppm (Merck), acetonitrile-d3 (99.8% atom D, Cambridge
Isotope Laboratories), dichloromethane-d2 (99.8% atom D,
Cambridge Isotope Laboratories).

Syntheses of [Ag10H8(L)6]
2+ and [Ag10D8(L)6]

2+ for MS analyses

AgBF4 (20 mg, 0.10 mmol) and L = dppa, dppm (40 mg,
0.10 mmol; 40 mg, 0.10 mmol) were dissolved in CH3CN
(25 mL). NaBH4 or NaBD4 (38 mg, 1.0 mmol; 41 mg,
1.0 mmol) was then added and allowed to mix for 15 min.
A 50 μM aliquot was then taken for mass spectrometry experi-
ments which are described further below.

Synthesis of crystalline [Ag10H8(dppa)6](X)2, where X = BF4, NO3

AgBF4 or AgNO3 (0.39 g, 2.0 mmol, 0.34 g, 2.0 mmol) and dppa
(0.77 g, 2.0 mmol) were dissolved in acetonitrile (60 mL). The
colorless reaction mixture was cooled to 0 °C and stirred. To a
separate Schlenk flask was added NaBH4 (0.76 g, 20.0 mmol),
to which the colorless reaction mixture was transferred by
cannula and stirred for a further 3 h in the absence of light.
The resultant yellow solution was filtered, the solvent was then
removed under vacuum. The obtained powder was then
extracted into dichloromethane, filtered and the solvent was
again removed under vacuum. The resultant light-yellow solid
was then washed with diethyl ether (3 × 5 mL), then dried
under vacuum to afford a light-yellow powder (0.61 g). This
material was then recrystallized at −4 °C by solvent diffusion.
Crystals of [Ag10H8(dppa)6](BF4)2 were grown by diffusion of
pentane into a dichloromethane solution, whilst crystals of
[Ag10H8(dppa)6](NO3)2 were grown by diffusion of diethyl ether
into an acetonitrile solution.

Mass spectrometry

Mass spectra were recorded on either: an Orbitrap Fusion
Lumos mass spectrometer (Thermo Scientific, San Jose,
California); a modified QExactive Orbitrap mass spectrometer
(Thermo Fisher Scientific, Bremen, Germany); or a modified
Finnigan LTQ linear ion trap mass spectrometer (Bremen,
Germany). For experiments recorded on the Orbitrap Fusion
Lumos, samples were introduced via nanoESI (nESI) using an
Advion Triversa Nanomate (Advion, Ithaca, NY, USA). Further
details on mass spectrometry experiments are included in
the ESI.†

Ion mobility-mass spectrometry

The custom-built ion mobility-mass spectrometer has been
previously described.23 Briefly, silver cluster cations generated
by electrospray ionization from a 10−4 M acetonitrile solution
were introduced through a desolvation capillary into an ion
funnel. An electrostatic gate at the end of the ion funnel was
opened at 20 Hz to introduce packets of ions into a 0.9 m drift

tube filled with N2 gas at ∼6 Torr and with an electric field of
∼44 V cm−1 sustained by a series of ring electrodes. At the end
of the drift tube, the ions were collected by a second ion
funnel before being guided through a differentially-pumped
region by an octupole ion guide. Finally, the ions were mass
selected by a quadrupole mass filter and detected at a channel
electron multiplier connected to a multichannel scaler. An
arrival time distribution (ATD) was built up as a histogram
representing ion count versus drift time. Collision cross sec-
tions with N2 buffer gas were calibrated with respect to the
cross sections for a series of tetraalkylammonium salts, the
details of which have been described previously.23

X-ray crystallography

Single crystal X-ray diffraction data for all samples were col-
lected as follows: a typical crystal was mounted on a MiTeGen
Micromounts using perfluoropolyether oil and cooled rapidly
to 100.0(1) K in a stream of nitrogen gas using an Oxford
Cryostream cooling device. Diffraction data were collected
(ω-scans) on a Rigaku XtaLAB Synergy or Synergy-S diffract-
ometer equipped with a Hypix detector using Cu-Kα radiation
(λ = 1.54184 Å). Raw frame data were reduced using CrysAlisPro.
The structures were solved using SHELXT,24 and the refine-
ment was carried out with SHELXL (version 2018/3)25 employ-
ing full-matrix least-squares on F2 using either the OLEX2 or
WinGX software packages.26,27 All non-hydrogen atoms were
refined anisotropically. The hydrogen atoms were placed in
geometrically calculated positions and refined using a riding
model. Selected crystallographic data and comments about
individual crystal structures can be found in the ESI.†

Computational methods

The Gaussian suite of programs28 was used with the Perdew–
Burke–Ernzerhof (PBE) functional29,30 with resolution of iden-
tity method (W06)31,32 and 19-electron relativistic effective core
potential (19e-RECP) basis set33 for silver atoms in combi-
nation with the split-valence-plus polarization (SVP) atomic
basis set for all other atoms34,35 to fully optimize structures of
isomers of the silver nanocluster dication [Ag10X8(L)6]

2+ (X = H
or D) and [Ag10(L)6]

2+. Dispersion correction GD336 has been
employed due to the presence of phenyl rings.

Collision cross sections for the relevant silver cluster
cations were modelled using the trajectory method in a version
of MOBCAL parametrized for N2 buffer gas.

37–39 Errors are gen-
erated using 3σ from the MOBCAL output. The silver atoms,
for which no parametrization presently exists, were modelled
using the Lennard-Jones parameters for silicon. Input charge
distributions were calculated with the BP86 density functional,
along with the same basis set as above, using the CHELPG
scheme as implemented in the ORCA program.

NMR spectroscopy

NMR spectra were performed on a Bruker Avance 400 NMR
spectrometer (400.13 MHz 1H frequency) equipped with
a 5 mm triple resonance broadband probe (BB/2H–1H/19F)
at −10 °C. Chemical shifts for 1H spectra were referenced
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to the residual protonated solvent signal peaks (CD2Cl2:
1H δ 5.32 ppm or CD3CN:

1H δ 1.94 ppm). Chemical
shifts for all heteronuclear experiments are referenced
using the Unified Scale relative to 0.3% tetramethylsilane in
deuteriochloroform.40,41

Results and discussion
ESI-MS and X-ray crystallography reveal polydisperse mixtures
of clusters

We have previously used electrospray ionization mass spec-
trometry (ESI-MS) to direct the synthesis and characterization
of 3b from the reaction of AgBF4, dppa and NaBH4 in aceto-
nitrile.17 A 1 : 1 : 3 ratio of the starting materials was found to
give an excellent signal for the cation [Ag3(H)(BH4)(dppa)3]

+

(m/z 1491 (exp)/m/z 1491 (calc.)). Following this report, we
noticed an additional low intensity signal at m/z 1699, which,
based on isotope patterns (Fig. 1), high resolution accurate
mass measurements and a selective deuterium labelling
experiment in which NaBH4 is replaced by NaBD4 (Fig. 1D), is
formulated as: [Ag10H8(dppa)6]

2+ (m/z 1693.9012 (exp)/m/z
1693.9010 (calc.)). This dicationic cluster, 72+, is directly
related to the [Ag10H8(dppm)6]

2+ cluster, 42+, we have pre-
viously reported.12,18,20 The identity of the bisphosphine
ligand is likely to play a significant role in both the cluster

assembly as well as the overall cluster stability. For example,
we have previously shown that when the smaller bisphosphine
ligand, bis(dimethylphosphino)methane (dmpm), was used, a
signal for [Ag10H8(dmpm)6]

2+ was not observed in the
ESI-MS.20

It has been reported that an increase in the borohydride
ion concentration facilitates the formation of larger nano-
clusters and nanoparticles.4 To this end, we have increased the
ratio of NaBH4 relative to the Ag+ salt and the bisphosphine
ligand, discovering that the intensity of the [Ag10H8(dppa)6]

2+

peak was significantly increased (Fig. 1A). Despite this
however, a plethora of clusters are still evident in solution,
including: [Ag3H(dppa)3]

2+ (m/z 740), [Ag(dppa)2]
+ (m/z 879),

[Ag3H(dppa)4]
2+ (m/z 933), [Ag2H(dppa)2]

+ (m/z 987), [Ag3H(BH4)
(dppa)3]

+ (m/z 1496), and [Ag3H(Cl)(dppa)3]
+ (m/z 1516).

Unfortunately, all attempts to isolate pure 7(BF4)2 on a syn-
thetic scale such as to enable characterization by other spectro-
scopic techniques such as multinuclear NMR (Fig. S1–S6†), IR
(Fig. S7 and S8†) and UV-vis (Fig. S9 and S10†) were not suc-
cessful. Thus the spectra collected are likely to be contami-
nated by other species and so are not informative. Indeed, an
ESI-MS spectrum of the sample post recrystallization revealed
the presence of several other smaller clusters amongst 72+

(Fig. 1B). Several of these were characterized by X-ray crystallo-
graphy, as discussed further below (Scheme 2). The NMR
spectra of the recrystallized reaction mixtures are consistent

Fig. 1 Full ESI-MS in the positive mode of (A) reaction mixture of (1 : 1 : 10) AgBF4 : dppa : NaBH4 15 min after preparation showing the formation of
multiple cluster species; (B) post work up of a reaction mixture from a large scale reaction. The formation of [Ag3H(L)3]

2+ (m/z 740) is likely formed
in source from 3b+; (C) full high resolution isotope envelope of [Ag10H8(dppa)6]

2+ (72+) (expt. vs. calc.), and; (D) full isotope envelope of
[Ag10D8(dppa)6]

2+ (7D
2+) (expt. vs. calc.) (m/z 1697.9252 (expt.)/m/z 1697.9261 (calc.)).
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with intractable mixtures of cationic and neutral silver com-
plexes, such that the 1H, 2H and 31P{1H} resonances of 7(BF4)2
or 7D(BF4)2 could not be assigned with any certainty. A reso-
nance at δ 4.60 ppm was consistently observed in the 1H NMR
spectra (CD3CN) even at low temperatures (−10 °C), which we
assign to dissolved H2.

42 Similarly, a signal for HD was
observed in the 1H NMR spectrum of crude 7D(BF4)2. These
data suggest slow decomposition of silver hydride nanoclusters
during spectrum acquisition, further confounding their struc-
tural assignment via NMR spectroscopy. The poor thermal
stabilities of silver polyhydrido clusters is well established.43

Batches of crystalline material were examined and single
crystals were characterized by X-ray crystallography. Amongst
these crystals, a darker amber colored crystal of different habit
was identified. An X-ray diffraction study revealed this to be
7(BF4)2, and the UV-Vis spectrum of the bulk material shows
an absorption at around 350 nm (Fig. S9†), consistent with the
observed color of 7(BF4)2. The structure solves in the ortho-
rhombic space group Pbcn with a half cluster and two mole-
cules of dichloromethane in the asymmetric unit (Fig. S11†).
Whilst the final structure is of poor quality, atom connectivity
is unambiguous. The poor aerobic and light stability of these
crystals prevented them from being readily separated by hand
for further characterization by NMR.44

In attempts to produce better quality crystals of this
nanocluster, we replaced the silver precursor, AgBF4 salt
with AgNO3, which upon recrystallization from a mixture of
acetonitrile and diethyl ether afforded a few amber crystals,
from which a good quality structure of 7(NO3)2 was obtained
by X-ray crystallography. This is one of the largest homo-
metallic silver polyhydrido clusters to be structurally charac-
terized,43 with the previously reported silver nanocluster
[Ag40(dmbt)24(PPh3)8] (where dmbt = 2,4-dimethylbenz-
enethiolate)45,46 only very recently being reassigned as the silver
hydride nanocluster dication [Ag40H12(dmbt)24(PPh3)8]

2+.47 The
structure of 7(NO3)2 solves in the orthorhombic space group
P212121 with a full molecule in the asymmetric unit. The struc-

ture features a Ag10 scaffold with the atoms lying on vertices of
a bicapped square antiprism (Fig. 2). The Ag–Ag distances
span 2.7704(9)–3.2605(10) Å, which lies within the range
of contacts 2.82–3.38 Å reported for other silver clusters.48

A similar geometry was reported for [Rb(2,2,2-crypt)]2[Ge10](en)1.5,
where the germanium atoms lie on the vertices of a bicapped
square antiprism.49 The six bisphosphine ligands are arranged
such that each capping silver atom is bound by two phospho-
rous atoms from different dppa ligands. These bisphosphines
further ligate silver atoms on the square antiprism, to afford a
planar Ag3(dppa)2 unit. The remaining silver atoms on the
square antiprism are bridged by dppa ligands, with each dis-
playing a short N–H⋯O–NO2 contact (Fig. 2). A similar inter-
action to the [BF4]

− anion was not observed in the 7(BF4)2
structure. It is noteworthy that while the core configuration of
silver atoms is similar to that predicted for 42+ from our pre-
vious gas-phase study,20 the arrangement and binding of the
dppa ligands is quite different. For instance, each capping
silver atom was predicted to be ligated by a monodentate

Scheme 2 Crystallographically characterized silver clusters obtained from bulk crystalline material formed from reaction mixtures of AgX (X = BF4
or NO3), dppa (L) and sodium borohydride in acetonitrile, with subsequent recrystallization from a series of different solvents (see text).

Fig. 2 Solid-state structure of 72+ from the 7(NO3)2 salt (50% displace-
ment ellipsoids). All low occupancy disorder components, phenyl
groups and solvent molecules omitted for clarity. Color legend: Ag
(silver); P (orange); N (blue); H (white) and O (red).
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dppa, with the non-bound phosphine occupying space above.
Unfortunately, the positions of the hydrides in 72+ could not
be located. We therefore turned to other means of characteriz-
ation including Density Functional Theory (DFT) calculations,
the results of which are discussed below.

We now return to the structural characterization of other
species present in the bulk crystalline material formed from
both the AgBF4 and AgNO3 salts. Amongst the colorless blocks
of 3b,17 colorless rectangular prisms were found to be the
neutral dimer [Ag2(μ-P(Ph)2NPPh2)2], 8. Whilst this complex
was previously reported by Usón and coworkers,50 it has not
been previously structurally characterized. The solid-state
structure consists of a planar eight-membered Ag2P4N2 ring
with crystallographic inversion symmetry (Fig. S13†). The
Ag⋯Ag distance of 2.9070(3) Å is comparable to those in the
related cationic complexes [Ag2(μ-dppm)2](ClO4)2 (2.9532(7) Å)

51

and [Ag2(μ-P(Ph)2N(Me)PPh2)2(THF)2](BF4)2 (2.911 Å).52 Whilst
the P–N bond lengths in 8 (1.621(2) and 1.620(3) Å) are shorter
than those in [Ag2(μ-dppa)3](BF4)2 (1.676(9)–1.725(9) Å),53

consistent with deprotonation of the ligand set in the
former. Colorless crystals of [Ag2(μ-dppa)3](BF4)2, 9(BF4)2, and
[Ag2(μ-dppa)3](NO3)2, 9(NO3)2, were also identified and charac-
terized by X-ray crystallography. The former had been pre-
viously characterized by Hill.53 However, unlike the former
the latter contains a short contact to the anion (Fig. S14†),
similar to that in 7(NO3)2, which bridges an adjacent cluster.
Yellow crystals were also obtained when a dichloromethane/
pentane mixture was employed for the recrystallization.
X-ray crystallographic characterization revealed these to be
[Ag3(μ3-Cl)2(dppa)3](BF4), 10(BF4) and [Ag3(μ3-Cl)2(dppa)3](NO3),
10(NO3). As signals for 10+ are absent from the ESI-MS of the
worked up reaction mixtures (Fig. 1B), these species are

thought to arise from chloride abstraction from the dichloro-
methane solvent on the crystallization timescale, as has been
previously reported.54,55 These structures feature an Ag3(μ3-Cl)2
core arranged in a trigonal bipyramid (Fig. S15 and S16†),
which closely resembles those in similar complexes such
as [Ag3(μ3-Cl)2(dppm)3](BF4).

12 Once again the structure of
the nitrate complex, 10(NO3), features a short contact to
the anion, which is not present in the tetrafluoroborate
complex, 10(BF4).

DFT calculations to suggest locations for the positions of the
hydrides in 72+

In order to elucidate the position of the hydrides in 72+, we
have turned to DFT calculations. We created two models based
on the possible occupancy sites of the hydrides around the
Ag10 core obtained from X-ray crystallography. Our two starting
models are illustrated in Fig. 3, the DFT calculations were con-
ducted using the cartesian coordinates from the crystal struc-
ture and allowing them to relax in the gas-phase in the
absence of counter anions. In isomer 7a2+; the hydrides are
initially arranged along each face of the two opposing capped
ends of the Ag10 core, whereas in isomer 7b2+; the hydrides are
initially spread across the middle belt of the Ag10 core
(Fig. 3B).

In both cases, upon optimization at the RI-PBE/RECP-def2-
SVP level of theory, the hydrides appear to spread themselves
out over the entire Ag10 core, as illustrated in Fig. 3B and C.
Isomer 7a2+ is slightly energetically favored by 0.01 eV com-
pared to isomer 7b2+. In both isomeric structures, two H
atoms cap opposing faces of the pyramid in a µ3-H fashion on
each of upper and lower capping pyramids. Whilst along the
belt, two of the four H atoms are located at opposing Ag3 faces

Fig. 3 (A) Simple representation of the top, middle belt and bottom of cluster 72+ showing all possible triangular faces. (B) Initial placement of
hydrides, represented by red circles, on the triangular faces for two isomers, before and after optimization. (C) Fully optimized structure of isomer
7a2+ of [Ag10H8(dppa)6]

2+, non-hydride hydrogens omitted for clarity. Color legend: Ag (silver); P (orange); N (blue); H (red) and C (gray).
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of the belt in a µ3 position, the two other H atoms form a
µ2-bridge along the edges of the antiprism. Overall, after geo-
metric optimization both isomeric structures do not differ in
the core subunit as well as in the position of the hydrides,
while the only difference between them occurs in the position
of the ligands. To explore the impact of the hydride ligands on
the core structure of [Ag10H8(dppa)6]

2+, 72+ we have adopted
the approach of Takano et al.,56 whom carried out DFT studies
on model systems of bimetallic clusters [PdAu8(PMe3)8]

2+ and
interstitially H doped [HPdAu8(PMe3)8]

+ and compared the cal-
culated structures. The authors found that upon incorporation
of a hydride, a deformation of the cluster core was observed.
Upon optimization of the structures of [Ag10(dppa)6]

2+ derived
from isomer 7a2+ and 7b2+ in which all eight hydrides were
removed, the original bicapped square antiprism Ag10 scaffold
collapses to a bicapped (μ3) irregular parallelepiped (Fig. S17†).
This suggests that both hydride and bisphosphine ligands play
an important role in stabilization of the Ag10 core geometry.

We have also calculated the vibrational spectra of 7a2+ and
7aD

2+ illustrating the likely vibrations of the Ag–H bonds
(Fig. S18†). Many of the Ag–H modes lie below 1000 cm−1,
have weak intensities and overlap with other modes. This
coupled with the experimental complications of not having a
pure sample means that the experimentally determined IR
spectra (Fig. S7 and S8†) provide no definite proof on the
location of the hydrides.

Ion mobility-mass spectrometry of [Ag10H8(dppa)6]
2+ and

[Ag10H8(dppm)6]
2+

Given that the [Ag10H8(dppm)6]
2+ dication cluster has eluded

structural characterization via X-ray crystallography, we were
interested in comparing the gas-phase structures of both Ag10
clusters. Ion mobility spectrometry has in the past been used
to study the structures of the all silver-alkynyl clusters
[Ag14(CuCtBu)12Cl]

+ and hetero-silver–copper-alkynyl clusters
[Ag8Cu6(CuCtBu)12Cl]

+,57 since the collision cross-section is
sensitive to the ‘shape’ or ‘size’ of the ion, and to determine
the presence of any potential isomeric structures.58 We thus
used this method to examine whether the gas-phase structures
of the Ag10 clusters, based upon their collision cross-sections
(CCS), were consistent with the structure of [Ag10H8(dppa)6]

2+

observed via X-ray crystallography and to postulate the struc-
ture of [Ag10H8(dppm)6]

2+.
Arrival time distributions of [Ag10H8(dppa)6]

2+ suggest that
the ligated silver hydride clusters maintains one structure in
the gas-phase (Fig. 4). The CCS values of [Ag10H8(dppa)6]

2+

and [Ag10H8(dppm)6]
2+ were experimentally determined to be

528 ± 5 Å2 and 534 ± 5 Å2, respectively (Fig. S19†). These values
are close to those calculated for the gas-phase optimized geo-
metry from the crystal structure of 72+ (560 ± 20 Å2), but are
significantly different to the values calculated from the iso-
meric structures 4a2+, 4b2+ and 4c2+ based on our previous
models for [Ag10H8(dppm)6]

2+ (Scheme 1) which were around
630 ± 20 Å2. This suggests that [Ag10H8(dppa)6]

2+ and
[Ag10H8(dppm)6]

2+ likely have similar gas-phase structures. Our
results would suggest that the structure of [Ag10H8(dppm)6]

2+ is
more like that of the crystal structure of 72+ rather than our
initial model 42+. Analysis of computed CCS values for several
isomers [Ag10H8(dppa)6]

2+ and [Ag10H8(dppm)6]
2+ supports our

hypothesis (Table 1).

Gas-phase fragmentation chemistry of [Ag10H8(dppa)6]
2+ and

[Ag10H8(dppm)6]
2+

Since the ion mobility results are consistent with similar struc-
tures for [Ag10H8(dppm)6]

2+ and [Ag10H8(dppa)6]
2+, we wanted

to find out whether their fragmentation chemistry is the same.
Multistage mass spectrometry experiments have been pre-
viously conducted on [Ag10H8(dppm)6]

2+ whereby a mass selec-
tion window of 15 m/z units was used to isolate the precursor
ion, thereby subjecting the entire isotopic pattern of the
selected parent cluster to CID.20 The various observed frag-
mentation channels are summarized in Scheme 3. To compare
the chemistry of [Ag10H8(dppm)6]

2+ and [Ag10H8(dppa)6]
2+

Fig. 4 Ion mobility arrival time distribution (ATD) of [Ag10H8(dppa)6]
2+

showing one peak likely corresponding to a single isomeric structure.

Table 1 Comparison of experimentally determined and computationally predicted gas-phase CCS values of several isomers of the [Ag10H8(L)6]
2+

(L = dppa or dppm) clusters

Species CCS (Å2) expt. 7a2+ 7b2+ 4a2+ 4b2+ 4c2+

[Ag10H8(dppa)6]
2+ 528 ± 5 562 ± 20 565 ± 20 569 ± 20a 580 ± 20a 588 ± 20a

[Ag10H8(dppm)6]
2+ 534 ± 5 570 ± 20 571 ± 20 635 ± 20 623 ± 20 643 ± 20

a These CCS values are obtained from geometry optimizations which did not terminate, presumably due to a flat potential energy surface along
ligand rotation and torsion coordinates.
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under identical ion-activation conditions, we have carried out
single-isotope MSn experiments by isolating the monoisotopic
ion of both parent clusters and subjecting them to low
energy CID (see Fig. S20†). We have also employed other ion
activation methods including Higher Energy Collision-Induced
Dissociation (HCD) and laser induced dissociation (LID) in
order to investigate the full breadth of their unimolecular frag-
mentation chemistry. The results of which suggest similar frag-
mentation channels to that discussed below (see Fig. S21–S24†).

Under CID conditions, both clusters [Ag10H8(dppa)6]
2+ (m/z

1693.9009) and [Ag10H8(dppm)6]
2+ (m/z 1690.9135) initially

undergo sequential ligand loss to give [Ag10H8(L)4]
2+ (L = dppa:

m/z 1308.7853/L = dppm: m/z 1306.7949). Isolation of the de-
ligated product ion followed by another stage of CID led to the
formation of three subsets of ions; (A) a silver dication
[Ag10(L)3]

2+ via loss of another ligand and subsequent spon-
taneous H2 evolution; (B) complementary singly charged ion
pairs via fission of the cluster core, and; (C) secondary frag-
ment ions arising from either ligand loss followed by core
fission and/or by loss of a ligand from one of the ions formed
in (B). Indeed, these are the same pathways we have previously
observed with cluster [Ag10H8(dppm)6]

2+.20

The MS3 spectra of clusters [Ag10H8(dppm)6]
2+ and

[Ag10H8(dppa)6]
2+ are compared in Fig. S20.† Whilst the MS3

spectra appear similar, one distinction is apparent when
switching from L = dppm = ((Ph2P)2CH2) to L = dppa =

((Ph2P)2NH). Owing to the lability of the N–H of the dppa
ligand, an extra H is available for further H2 loss. For example,
in the formation of the species [Ag9H8(L)2]

+, a single peak is
observed where L is dppm corresponding to the desired ion
(m/z 1738.4447 (expt.)/m/z 1738.4473 (calc.)). When L = dppa
however, the corresponding [Ag9H8(L)2]

+ ion is not the major
species formed. Instead, an ion 2 m/z units lighter is in greater
abundance, suggesting a loss of H2 from [Ag9H8(L)2]

+. In order
to determine whether this spontaneous loss of H2 was from
the hydrides, we carried out a deuterium labelled study and
looked at the formation of [Ag9D8(L)2]

+. Fig. S25c† shows a
mass difference of 3 m/z units from [Ag9D8(L)2]

+ corresponding
to HD loss and thus indicating the involvement of the N–H
dppa ligand in the process. The less acidic methylene proton
on the dppm ligand is unavailable for this pathway and as
such no further H2 loss is observed from [Ag10H8(dppm)6]

2+.
These results are consistent with the earlier 1H NMR spectro-
scopic data, where the formation of HD was also observed.

One channel of interest was that of the formation of an all-
silver cluster with the formula [Ag10(L)3]

2+ via the liberation of
four molecules of H2 (Scheme 3A). Previously, we hypothesized
that the loss of four units of molecular H2 occurred sequentially
and spontaneously from the metastable [Ag10H8(L)3]

2+ cluster.
However, we were unable to show the formation of the indi-

vidual ions en-route to [Ag10(L)3]
2+. Here, via Higher Energy

Collision-induced Dissociation-tandem mass spectrometry
(HCD-MS/MS) experiments, we present evidence of the loss of
H2 from [Ag10H8(L)3]

2+ and D2 from [Ag10D8(L)3]
2+ (see Fig. 5

Scheme 3 Results of multistage mass spectrometry experiments of the
dicationic species [Ag10H8(dppa)6]

2+ and/or [Ag10H8(dppm)6]
2+ high-

lighting the unique chemistry that is initiated upon ligand loss from the
parent ion. (A) Sequential H2 loss; (B) formation of complementary
monocations; (C) further ligand loss. L = bis(diphenylphosphino)amine =
dppa or bis(diphenylphosphino)methane = dppm.

Fig. 5 HCD-MS/MS fragmentation of (A) [Ag10H8(dppa)6]
2+ illustrating

the sequential liberation of H2 to form [Ag10(dppa)3]
2+ and; (B)

[Ag10D8(dppa)6]
2+ illustrating multiple fragmentation channels derived

from liberation of D2, HD, H and D loss. For each individual ion formed,
see Table S13 in the ESI.†
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and Fig. S26†). The accompanied losses of H and D
have been observed for deuterio-analogues of the copper clus-
ters [Cu16H14(dppa)6]

2+ (52+) and [Cu18H16(dppe)6]
2+ (dppe =

bis(diphenylphosphino)ethane = Ph2PCH2CH2PPh2).
19

Conclusions

This work highlights the fascinating array of nanoclusters that
can be formed upon mixing silver salts and borohydrides in
the presence of capping ligands. Under reaction conditions
aimed at optimizing [Ag10H8(dppa)6]

2+, we find that the bulk
crystalline material consists of a polydisperse mixture of
charged and neutral silver species (Scheme 2). While
[Ag10H8(dppa)6](BF4)2, 7(BF4)2, and [Ag10H8(dppa)6](NO3)2,
7(NO3)2, are amongst the largest homometallic silver poly-
hydrido cluster to be structurally characterized by X-ray crystallo-
graphy, the fact that they are formed as a polydisperse mixture
together with the complexity of their spin systems and
inherent poor stability is an obstacle for their characterization
by other analytical methods such as NMR. The recent reassign-
ment of the formula of the previously reported silver nano-
cluster [Ag40(dmbt)24(PPh3)8] (where dmbt = 2,4-dimethyl-
benzenethiolate)45,46 as the silver hydride nanocluster dication
[Ag40H12(dmbt)24(PPh3)8]

2+,47 highlights that the molecular
formulas of atomically precise nanoclusters (APNCs) formed
via reactions of metal salts with reductants such as NaBH4

should be assigned using both HRMS together with compari-
sons of the ESI-MS of NaBH4 and NaBD4 prepared APNCs. Any
shifts of the isotope envelopes to higher m/z values would
confirm the presence and allow the “counting” of the number
of hydrides. Here we have demonstrated the value of using
ion-mobility mass spectrometry to relate the gas-phase col-
lision cross section to the X-ray structure and predict struc-
tures of related clusters in the gas phase. Complementary to
experimental techniques, a computational approach with DFT
methods allow for the likely positions of hydrides to eluci-
dated. Altogether, the bicapped square antiprism structure of
the core with associated H atoms seems to be common to
ligated [Ag10H8(L)6]

2+ clusters with L = dppm, dppa.
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Nanostructured materials for elimination
and utilization of carbon monoxide

3.1 Zeolite-based material

Reproduced from:
Antonija Mravak, Marjan Krstić, Sandra M. Lang, Thorsten M. Bernhardt, and Vlasta
Bonačić-Koutecký. Intrazeolite CO methanation by small ruthenium carbonyl complexes:
Translation from free clusters into the cage. ChemCatChem, 12(15), 2020, 3857-3862.
Reproduced with permission from the John Wiley & Sons.

Figure 3.1: Cover page of ChemCatChem [135] featuring zeolite-based material for CO
elimination. Reproduced with permission from the John Wiley & Sons.

44



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

Intrazeolite CO Methanation by Small Ruthenium Carbonyl
Complexes: Translation from Free Clusters into the Cage
Antonija Mravak,[a] Marjan Krstić,[a, b] Sandra M. Lang,*[c] Thorsten M. Bernhardt,[c] and
Vlasta Bonačić-Koutecký*[a, d, e]

Catalytic CO methanation represents an important reaction to
improve the feed gas quality for hydrogen fuel cells. Previously,
the large potential of small bare and ligated ruthenium clusters
as highly selective and active catalysts has been shown by
employing gas phase clusters as model systems. Now, density
functional theory (DFT) calculations are employed to demon-
strate the possibility to translate the gas phase CO methanation
reaction mediated by a ligated Ru4(CO)13H2

+ complex into the
framework of a ZSM-5 zeolite. Such a translation, manifested by

a reaction pathway which is mechanistically and energetically
similar to the gas phase analogue, is possible since the zeolite
framework does not influence the reactive center. Furthermore,
we reveal the important role of the CO ligand environment in
protecting the Ru4

+ metal core from formation of bonds with
the zeolite and in the creation of the reactive center by
promoting the cooperatively enhanced adsorption and dissoci-
ation of H2.

Introduction

In order to decrease the carbon footprint from fossil fuels in the
context of atmospheric greenhouse gases and climate change,
it is obvious that the development of “green” renewable energy
is crucial. Therefore, the direct conversion of chemical into

electrical energy represents one of the key technologies since it
is efficient, clean and environmentally compatible. The con-
version is realized in a fuel cell, in which feed gas, typically a
mixture of hydrogen and oxygen, reacts electrochemically
producing electricity.[1] One of the central problems for the
performance of the proton exchange membrane fuel cells
(PEMFC) – a fuel cell which has attracted much attention for
applications in transportation and small appliances – is the
purity of the hydrogen feed gas.[2] Often produced via steam
reformation of fossil fuels, hydrogen feed gas contains a small
fraction of CO (~0.4 mol%)[3] which, however is sufficient to
poison the Pt anode of PEMFCs.[2] Thus, the development of
new techniques to improve the feed gas quality by minimizing
the CO fraction is highly desirable in the context of the future
application of PEMFC fuel cells. One promising procedure is the
catalytic conversion of CO with hydrogen to methane and water
(CO methanation).[2,4] Since, however, the hydrogen feed gas
typically not only contains CO but also a rather large fraction of
CO2 (about 11 mol%)[3] this technique is only affordable when
the simultaneous conversion of CO2 via methanation (leading to
loss of H2) or the reverse water-gas shift reaction (leading to
production of additional CO) can be suppressed.

For this purpose ruthenium based catalysts[5] and in
particular very small Ru particles (<1 nm) exhibit superior
properties.[6] To elucidate the origin of the outstanding activity
and selectivity for CO methanation of such small clusters, we
have previously employed gas phase ruthenium, Rux

+ (x=2–6),
and Wade-type ruthenium carbonyl clusters, Ru4(CO)14

+ and
Ru6(CO)18

+, as model systems.[7] Using ion trap mass spectrom-
etry together with density functional (DFT) calculations, we
have identified three fundamental properties of these clusters:
(i) the high reactivity towards CO in combination with an
intrinsic inertness towards CO2 resulting in a high CO methana-
tion selectivity; (ii) the facilitation of hydrogen co-adsorption
and dissociation by ruthenium carbonyl clusters without any
indication for CO poisoning; (iii) the presence of low coordi-
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nated Ru-atoms, which present suitable sites for dissociative H2

adsorption and thus the formation of a reactive center and
subsequent CO methanation.[7b] Based on these results, we
proposed to employ intrazeolite anchored Ru carbonyl and
hydrido carbonyl complexes as new catalytic systems for fuel
cell feed gas purification.

First attempts to synthesize such Ru based materials (Ru/
NaY) have already been reported in 1980 indicating the
formation of Ru carbonyl clusters comprising at least three Ru
atoms.[8] However, only fifteen years later Shen et al. reported a
“ship-in-a-bottle” synthesis of ruthenium carbonyl and hydrido
carbonyl complexes such as Ru3(CO)12, Ru4(CO)12H4, Ru6(CO)18

2� ,
and Ru6(CO)18H

� inside the faujasite cages of Na56Y and Na56X
zeolites.[9] Detailed structural analysis of the synthesized materi-
al revealed the anchoring of the Ru carbonyls via a strong
interaction between the Na+ cations of the zeolite and the CO
molecules.[10] Most interestingly, subsequent reaction studies
with CO/H2 showed the formation of a complex mixture of both
hydrocarbons and oxygenates with the highest rate for
methane formation.[9a] Based on these studies the authors have
suggested the synthesis of Ru carbonyls in other zeolites such
as ZSM-5.[11] However, so far most efforts towards the prepara-
tion of Ru/ZSM-5 materials have focused on the formation of
nanometer sized Ru particles, which, due to their size do usually
not fit inside the pores and most likely reside at the edge of the
zeolite (see e.g. References [12]). Although such catalysts
appear to be active for a variety of different reactions they have
not been considered for CO methanation so far. In contrast, the
superior performance of a Ru/zeolite catalyst (containing a not
further specified zeolite) over metal oxide supported analogs
for CO methanation has been demonstrated by kinetic and
spectroscopic measurements. This increased activity and selec-
tivity has been attributed to the presence of very small (<
1 nm)[13] metallic and oxidic Ru particles residing inside the
zeolite pores.[6a]

In this contribution we now generalize our initial gas phase
study showing the origin of the high activity and selectivity of
small Ru and Ru carbonyl clusters by transforming the gas
phase methanation reaction into the framework of a ZSM-5
zeolite. In particular, we employ DFT calculations to show that
the translation of the CO methanation reaction mediated by
gas phase Ru4(CO)13H2

+ clusters is possible since the reactive
center of the catalyst is not influenced by the zeolite. This
behavior is attributed to the protecting nature of the CO ligand
environment which inhibits strong interaction of the metal
cluster core with the zeolite and at the same time creates the
reactive center by promoting the cooperatively enhanced
dissociative H2 adsorption.

Results and Discussion

Intrazeolite anchoring of Ru4
+ and Ru4(CO)13H2

+

To model the ZSM-5 zeolite a cutout of the crystal structure
representing the typical repeating structure of the extended
framework was used (cf. Figure S1.) This zeolite fraction consists

of two differently sized pores with a total of 28 silicon and 77
oxygen atoms. The 6Si-rings (comprising six Si atoms linked by
bridging oxygen atoms), spanning the small pores, have a cross
section of 5.2×5.8 Å, whereas the 10Si-rings (comprising ten Si
atoms linked by bridging oxygen atoms), spanning the large
pores, have a cross section of 8.2×8.8 Å. In order to replace the
broken SiO bonds in the calculations, the terminal oxygen
atoms were substituted by 42 hydrogen atoms.

Placing a bare distorted tetrahedron-like Ru4
+ cluster into

the large pore of the ZSM-5 model leads to a rather strong
interaction between the cluster and the zeolite (binding energy
Eb=3.35 eV) resulting in the formation of three Ru� O bonds
with lengths of 2.43 Å, 2.55 Å and 2.54 Å, respectively, accom-
panied by a considerable distortion of the cluster with changes
of Ru� Ru bonds lengths of up to 0.45 Å (cf. Figure 1a and
Table S1) and partial electron transfer from the zeolite to the
Ru4

+ cluster (cf. Mulliken charges in Figure S2). A similar
influence of the zeolite leading to changes of the geometric
and/or electronic structure of the particle has e.g. also been
found for bare Pt6 clusters as well as Ru nanoparticles, both
anchored in a ZSM-5 zeolite.[14]

However, a recent gas phase study showed that the
exposure of Ru4

+ to a mixture of CO and H2 in an ion trap leads
to the facile formation of hydrido carbonyl complexes
Ru4(CO)14� mH2m+1

+ (m=0–3).[7] As a model for these complexes,
we have previously established the complex Ru4(CO)13H2

+ as a
starting configuration for the subsequent theoretical explora-
tion of the CO methanation reaction. In the lowest energy

Figure 1. Optimized lowest energy structures with doublet ground state for
(a) the bare cluster Ru4

+, (b) the hydrido carbonyl complex Ru4(CO)13H2
+ as

well as Ru4
+ and Ru4(CO)13H2

+ placed in the large pore of the ZSM-5 zeolite
model. Ru, C, O, H, and Si atoms are depicted by green, grey, red, white and
pink spheres, respectively.
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configuration, the Ru4
+ cluster core is nearly tetrahedral and is

covered with eleven terminally and two μ2-bridge bound CO
molecules. Furthermore, it has been shown that formation of a
carbonyl complex facilitates the co-adsorption of hydrogen,
leading to the disappearance of the activation barrier for the
dissociation of the first H2 molecule, and stabilizing the
dissociated hydrogen (one H atom in a μ3-bridge and one H
atom in a terminal position). Placing this complex into the large
pore of the ZSM-5 model hardly changes the cluster core
structure (changes of Ru� Ru distances are 0.02–0.11 Å, cf.
Figure 1b and Table S1) as well as the Ru-ligand environment
(cf. Table S2) clearly demonstrating the protecting role of the
CO ligand environment. This protection of the metal cluster
core by CO ligands can be traced back to only a very weak
interaction between the hydrido carbonyl complex and the
zeolite arising from dispersion forces (binding energy Eb=

0.11 eV). This finding appears to be in contrast to the intra-
zeolite anchoring of ruthenium carbonyl and hydrido carbonyl
clusters in faujasite cages (Na56X and Na56Y) for which a strong
interaction between the Na+ cation and the CO ligands was
suggested.[10]

Most importantly, however, the property of the carbonyl
cluster to facilitate the barrier free H2 dissociation and thus, to
create a reactive center is maintained inside the ZSM-5 zeolite
pore. Although a Mulliken charge analysis[16] shows that placing
Ru4(CO)13H2

+ into the zeolite results in some electron transfer to
the metal cluster core (cf. insets in Figure 2), the charge on the
reactive center (terminally bound H atom) is hardly affected by
the zeolite. The rather small influence of the zeolite on
Ru4(CO)13H2

+ is also reflected in the vibrational spectra of free
and zeolite anchored Ru4(CO)13H2

+ displayed in Figure 2. In
particular, the band centers of linearly and bridge bound CO
only shift from 2087 cm� 1 and 1933 cm� 1 for the free complexes
to 2073 cm� 1 and 1945 cm� 1 (with one additional mode at
1886 cm� 1) for the intrazeolite anchored complexes. For
comparison, a frequency difference of about 100 cm� 1 has been
reported for the C=O stretch mode of CO terminally bound on
free cationic and anionic ruthenium clusters, respectively.[17]

To summarize, anchoring of a bare Ru4
+ cluster inside a

ZSM-5 pore leads to covalent binding between the cluster and
the zeolite and a strong influence of the zeolite on the metal
cluster’s geometric and electronic structure. In contrast, an
appropriate ligand environment (in this case formed by CO
molecules) does not only protect the Ru4

+ cluster core from
chemical bonding with the zeolite framework but at the same
time facilitates H2 dissociation and thus, prepares the cluster for
further reaction. Most importantly, the formed reactive center
(dissociated hydrogen) is not influenced by the zeolite frame-
work. The similarity between the gas phase and intrazeolite
anchored hydrido carbonyl complexes suggest that a ‘ship-in-a-
bottle’ synthesis of Rux(CO)yHz/ZSM-5 catalyst should lead to the
same ruthenium hydrido carbonyls as observed in the gas
phase experiment.

Intrazeolite translation of gas phase CO methanation

In the following we will now explore the potential CO
methanation reaction mediated by the intrazeolite anchored
ruthenium hydrido carbonyl Ru4(CO)12H2

+. In principle, CO
methanation might proceed via hydrogenation of either the CO
carbon or oxygen atom. However, since our previous gas phase
study has shown that hydration of the oxygen atom is energeti-
cally not feasible,[7b] we will only consider the reaction
proceeding via hydrogenation of the carbon atom here.
Figure 3 displays the calculated energy profile and the corre-
sponding structures for this CO methanation reaction channel.
Starting with the optimized structure of the intrazeolite
anchored Ru4(CO)13H2

+ complex containing a reactive center
(dissociatively adsorbed H2) the reaction proceeds over a first
activation barrier of 1.43 eV (B!C!D). This barrier is associated
with the transfer of the terminally bound hydrogen atom to a
neighboring carbon atom and leads to the formation of a
formyl intermediate. Although this reaction step appears to be
endothermic by ΔEBD=0.97 eV, the formation of a formyl-type
intermediate has experimentally been shown to be feasible e.g.
in the oxygenate formation from CO and H2 on bimetallic
ruthenium-cobalt (RuCo3) carbonyl complexes embedded in
Na56Y

[18] as well as in the CO methanation on small ruthenium

Figure 2. Calculated vibrational spectra of (top) free Ru4(CO)13H2
+ and

(bottom) intrazeolite anchored Ru4(CO)13H2
+. The bands around 2000 cm� 1

are characteristic for the C=O stretch motion, the bands around 1000 cm� 1

correspond to motions of the zeolite framework, and the bands below
600 cm� 1 contain contributions from the CO ligands, the SiO zeolite
framework as well as the Ru cluster core (<300 cm� 1).[15] The insets show the
structure of the models as well as the Mulliken charges[16] localized on the Ru
and H atoms.
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nanoparticles supported inside the pores of a zeolite.[6a]

Subsequent addition of a second H2 molecule leading to the
formation of a water molecule and a methyne (CH) group
requires an energy of 1.12 eV (D!E!F, ΔEDF=0.84 eV). A
further H2 molecule directly interacts with the methyne group
under formation of a methyl (CH3) group by overcoming an
activation barrier of 1.09 eV (F!G!H). In contrast to the first
two endothermic reaction steps, this reaction step is highly
exothermic by � 3.04 eV. The final transfer of the μ3-bound
hydrogen atom to form and eliminate methane only requires
an energy of 0.39 eV (H!I!J) and results in structure J.

Most importantly, this reaction pathway is mechanistically
and energetically very similar to the previously reported path-
way starting from gas phase Ru4(CO)13H2

+ (cf. Figure S3 and
Table S3). In particular, the key intermediate, a formyl-type
structure, and the associated barrier of 1.43 eV are almost
identical to the gas phase case with an activation barrier of
1.38 eV. Although, intrazeolite anchoring appears to result in
somewhat larger barriers for methyne and methyl formation,
the overall reaction starting form Ru4(CO)13H2

+ is with � 1.56 eV
even slightly more exothermic inside the zeolite (compare to
� 1.25 eV for gas phase).

The calculated reaction profile demonstrates that the
previously found gas phase CO methanation reaction mediated
by a tetra-ruthenium hydrido carbonyl cluster can be translated
from the gas phase into a zeolite without changing the reaction
mechanism and the energetics of the key (i. e. rate determining)
reaction steps. Such a transfer appears to be possible since the
zeolite framework does not influence the reactive center of the
ruthenium catalyst due to the protective nature of the CO
ligand environment. This finding is in line with the recently
reported translation of formic acid decomposition mediated by
a ligated Cu2(H)

+ center in the same ZSM-5 pore.[19] Intrazeolite
anchoring of [(napy)Cu2(H)]

+ was shown to lead to clear
changes in the Mulliken charges, however the structure of the
reactive Cu2(H)

+ center was maintained resulting in a mecha-
nistic and energetically very similar reaction pathway for formic
acid decomposition.

Conclusions

DFT calculations reveal that the mechanism and energetics of
the gas phase CO methanation reaction mediated by a tetra-

Figure 3. Calculated energy profile for CO methanation by reaction of intrazeolite anchored Ru4(CO)13H2
+ with two sequentially adsorbed H2 molecules. Also

shown are the structures of the local minima and transition states for the Ru4(CO)13H2
+/ZSM-5 model as well as the corresponding gas phase reaction (shown

in Figure S5). The numbers denote the relative energies in eV. Activation barrier heights are given for Ru4(CO)13H2
+/ZSM-5 in black and for free Ru4(CO)13H2

+ in
blue. Ru, C, O, H, and Si atoms are depicted by green, grey, red, white and pink spheres, respectively.
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ruthenium hydrido carbonyl cluster, Ru4(CO)13H2
+, is maintained

when translated into the framework of a ZSM-5 zeolite pore
model. This translation is possible since the CO ligand environ-
ment protects the Ru4

+ cluster core by inhibiting the formation
of strong chemical bonds with the zeolite. Besides maintaining
the cluster’s geometric structure, the CO ligands also facilitate
H2 co-adsorption and dissociation and thus the formation of a
reactive center. Since this reactive center is not directly
influenced by the zeolite the reaction can proceed along a
similar pathway as in the gas phase. Based on this finding, it
can be concluded that the translation of the gas phase
reactions into the framework of a zeolite cage should always be
possible as long as the reactive center is not substantially
influenced by the zeolite. This pre-requisite is fulfilled by our
current model of the ZSM-5 zeolite pore. Further studies
addressing additional effects which might occur in commer-
cially available ZSM-5 zeolites e.g. due to the presence of a
small amount of aluminum or water are currently in progress. In
a first attempt to study the influence of a negatively charged
Al� center we have substituted the Si atom nearest to the bare
Ru4

+ with an Al atom and optimized this structure. (cf. Figure S4
and Table S4). Compared to the Si-only zeolite model, the
binding energy of Ru4

+ increases from 3.35 eV to 5.71 eV
leading to shorter Ru� O bonds. However, the overall structure
of the Ru4

+ is maintained (Al� ion does not replace a Ru atom
in the cluster) and the partial electron transfer from the zeolite
to the cluster is even reduced which suggest that the facile
formation of hydrido carbonyl complexes will not be hindered
and the reactive center will not be affected by the presence of
Al� .

Thus, the present study shows that the great advantage of
fundamental research on ligated gas phase clusters - which is
manifested in the unique possibility to have complete control
over cluster size, composition, and the nature of the ligand
environment - can be utilized to identify particularly reactive
cluster catalysts whose chemical properties can be directly
translated into a zeolite. This conceptual insight might guide
the tailor-made “ship-in-a-bottle” synthesis of novel catalysts
and thus open up completely new avenues for the future
design of such materials.

Computational Section
The structures and reactive properties of the ruthenium carbonyl
and hydrido carbonyl complexes as well as the ZSM-5 zeolite model
were studied by employing density functional theory (DFT)
calculations with the software package Gaussian 16.[20] The
computations were performed using the PBE (Perdew-Burke-
Ernzerhof)[21] functional with the density fitting method W06[22] to
speed up calculations. For the Ru atoms the Stuttgart relativistic
core potential (ECPs)[23] were employed together with the triple-
z-valence-plus-polarization basis set[24] which was also used for the
C, O, H, and Si atoms. In addition, for the intrazeolite complexes
Grimme’s dispersion with the original D3 damping function GD3[25]

were applied to account for a long-range electron correlation effect
of CO ligands to zeolite.

Extensive search for the lowest energy structures with different
positions of H2 to obtain Ru4CO13H2

+ inside the zeolite model has

been performed by fully relaxing all atoms. The lowest energy
minimum was subsequently used to calculate local minima and
transition states along the reaction path from which the energy
profile was constructed. For geometry optimization of these local
minima and transition states the H atoms replacing the broken
Si� O bonds were held fixed while all other atoms were allowed to
relax.
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Nanostructured materials for conversion
of carbon dioxide into useful products

4.1 Supported metallic nanocluster

Reproduced with permission from:
Avik Halder, Cristina Lenardi, Janis Timoshenko, Antonija Mravak, Bing Yang, Lak-
shmi K Kolipaka, Claudio Piazzoni, Sönke Seifert, Vlasta Bonačić -Koutecký, Anatoly I.
Frenkel, Paolo Milani, and Stefan Vajda. CO2 methanation on Cu-cluster decorated
zirconia supports with different morphology: A combined experimental in situ GIX-
ANES/GISAXS, ex situ XPS and theoretical DFT study. ACS Catal, 11(10), 2021,
6210-6224. Copyright 2021, American Chemical Society.

Figure 4.1: Supplementary cover page of ACS Catal. [143] featuring monometallic Cu-
cluster at zirconia support for CO2 conversion into methane. Copyright 2021, American
Chemical Society.
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CO2 Methanation on Cu-Cluster Decorated Zirconia Supports with
Different Morphology: A Combined Experimental In Situ GIXANES/
GISAXS, Ex Situ XPS and Theoretical DFT Study
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ABSTRACT: Subnanometer copper tetramer−zirconia catalysts turn out
to be highly efficient for CO2 hydrogenation and its conversion to
methane. The cluster size and substrate morphology are controlled to
optimize the catalytic performance. The two types of zirconia supports
investigated are prepared by atomic layer deposition (∼3 nm thick film)
and supersonic cluster beam deposition (nanostructured film, ∼100 nm
thick). The substrate plays a crucial role in determining the activity of the
catalyst as well as its cyclability over repeated thermal ramps. A
temperature-programmed reaction combined with in situ X-ray character-
ization reveals the correlation between the evolution in the oxidation state
and catalytic activity. Ex situ photoelectron spectroscopy indicates Cu
clusters with stronger interactions with the nanostructured film, which can
be the cause for the higher activity of this catalyst. Density functional theory calculations based on the Cu4O2 cluster supported on a
ZrOx subunit reveal low activation barriers and provide mechanism for CO2 hydrogenation and its conversion to methane.
Altogether, the results show a new way to tune the catalytic activity of CO2 hydrogenation catalysts through controlling the
morphology of the support at the nanoscale.

KEYWORDS: CO2 conversion, copper cluster, support effect, reaction mechanism, XANES, GISAXS, XPS, DFT

■ INTRODUCTION

Catalytic conversion of CO2 to useful fuels such as methane,
methanol, and longer chain hydrocarbons can help to
simultaneously mitigate the emission of greenhouse gas CO2

and enrich the resource of chemical feedstock compounds to
reduce the dependency on fossil fuels.1,2 The interest in
developing cheap catalyst with optimized performance is
obvious and Cu based catalysts have already been heavily
explored.2,3 However, in most cases one has to use high pressure
and temperature as the reaction conditions to achieve high
conversion efficiency for CO2 at the industrial level.

4−6 There
has recently been reports of highly efficient conversion of CO2 to
methanol using Cu cluster based catalysts (Cun deposited on
hydroxylated alumina supports) at temperatures as low as 125
°C and 1.1 atm pressure. However, the methane signal appeared
only at temperatures of around 375 °C7,8 also observed during
the course of reaction dynamically forming and disintegrating
nanoassemblies made of subnanometer Cu clusters.9 Iron oxide
doped with Cu nanoparticles on the other hand was found to
have a high selectivity for CO2 hydrogenation with methane as
the major usable product.10

Zirconia supports have been of interest due to their high
mechanical and thermal stability, and the copper/zirconia
catalyst was found to be a stable catalyst for conversion of syngas
to methanol.11,12 Some of the commonly used Cu/zirconia
catalysts for CO2 conversion include copper and copper oxides
mixed with microcrystalline zirconia present in amorphous,
tetragonal, or monoclinic phases;13−16 carbon nanofiber based
Cu/zirconia catalyst;17 and copper nanocrystals encapsulated in
Zr based metal−organic frameworks.18 Herein we prepared a
catalyst with monodisperse Cu clusters supported on zirconia
substrates prepared by two different deposition methods. The
first method, atomic layer deposition19 (ALD ZrOx) creates a
smooth zirconia surface which is about 3 nm thick. The second
method, supersonic cluster deposition (SCBD), fabricates
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cluster-assembled nanostructured zirconia films of 100 nm in
thickness (NS ZrOx).20,21

SCBD produces nanostructured films with nanoscale top-
ography and roughness that can be quantitatively controlled
over a wide interval of parameters:20 the morphology of cluster-
assembled materials is characterized by arrangements of
nanoscale building blocks in larger units up to a certain critical
length scale determined by the time of the deposition process.21

Cluster-assembled zirconia films are characterized by high
specific area and porosity at the nano- and subnanometer
scales.20,21 Cluster-assembled zirconia substrates are rich in
undercoordinated defects,20 very stable against thermal treat-
ments and have high surface area.22 These aspects make cluster-
assembled zirconia a very interesting catalytic substrate where
the effect of metallic cluster decoration can be investigated.23

The copper clusters were created with atomic precision. Such
systems have the capability to perform catalytic reactions with
high activity and selectivity; hence, one can determine the most
active catalytic moiety.24,25 In the present study Cun/zirconia
catalysts were investigated in search for an efficient catalyst for
CO2 methanation. Methane forms a major source of stored
energy and is usually produced using complex processes at high
temperature and under high presssure26,27 or extracted from
natural sources.28−32 Thus, an affordable catalyst which can
produce methane by conversion of CO2 is highly desirable.
Pure Cu clusters of controlled atomicity were generated in a

high vacuum system, free of any ligands and deposited on
zirconia substrates with different morphologies. Using X-ray
photoelectron spectroscopy (XPS) the binding energies of the
clusters on zirconia surfaces have been measured. The
temperature-programmed reaction with mass spectroscopic
detection was used to monitor the evolution of the products
in real time, where the changes in the composition and oxidation
state of copper during the reaction were monitored using in situ
grazing incidence X-ray absorption near-edge spectroscopy
(GIXANES). Simultaneous in situ grazing incidence small-angle
X-ray scattering (GISAXS) was employed to check for any
assembly formation or coalescence of clusters. The analysis of
oxidation states and structures of metal clusters in reaction
conditions was performed by spectral decomposition of
GIXANES data.
In order to understand the role of the copper cluster and

support, DFT calculations have been carried out on a model
reactive center formed by oxidized copper tetramer and ZrxO2x
subunit, providing energy profile and identifying key steps of the
mechanism, thus proposing energetically favorable reaction
pathway during the activation and hydrogenation steps of CO2
on route to its conversion to methane.

■ EXPERIMENTAL SECTION
Design of ALD andNanostructured Zirconia Supports.

The ALD ZrOx support was prepared using tetrakis-
(dimethylamido)zirconium(IV) (ZrTDMA) precursor pur-
chased from Aldrich. The film was deposited at a reactor
temperature of 200 °C with the manifold at 150 °C. ZrTDMA
(75 °C) and deionized water were used for the growth of ZrO2,
with a pulsing sequence of 0.4−10−0.015−10 s.19
Nanostructured zirconia (NS ZrOx) thin films were produced

using a supersonic cluster beam deposition (SCBD) apparatus
equipped with a Pulsed Microplasma Cluster Source (PMCS)33

as described in detail in refs 20 and 21. In brief, the deposition
apparatus consists of two differentially pumped vacuum stages.
A PMCS is mounted outside the first chamber (expansion

chamber) on the axis of the apparatus. The PMCS is operated in
a pulsed regime: high-pressure Ar pulses with a duration of a few
hundreds of microseconds are injected at the repetition rate of 4
Hz. The gas injection is followed by an electrical discharge
between the cathode (zirconium rod) and an anode buried in
the source body. A subsequent condensation of sputtered atoms
results in cluster nucleation. The inert gas-clusters mixture is
then extracted from the PMCS into high vacuum (p ≈ 10−6

mbar) to form a seeded supersonic cluster beam. Cluster
deposition takes place in the deposition chamber where the
supersonic beam impinges on silicon substrates mounted on a x-
y-z motorized sample holder.
In the PMCS metallic Zr clusters are produced. Nevertheless,

a substantial oxidation of the clusters takes place very rapidly
because of the interaction of the Zr clusters with oxygen and
water molecules, upon exposure of the sample to air, resulting in
cluster-assembled nanostructured ZrOx films (NS ZrOx) with x
≈ 2.
We characterized by atomic force microscopy (AFM) the

evolution of the samples morphological properties as a function
of the surface coverage, which is defined as the ratio between the
projected area occupied by clusters on the surface and the
scanned area.20 Nanostructured films with a thickness of 125 nm
and roughness of 17 nm (see Figure S1) were grown under the
ballistic deposition regime where clusters stick on the substrate
upon landing without significant mobility and fragmentation
due to their low kinetic energy.21 The NS ZrOx film was
characterized by the BET method obtaining a specific surface
area of approximately 300 m2/g and nanosized pores with sizes
in the range of 10−50 nm.22

Copper Cluster Deposition. Cu clusters were produced in
a liquid nitrogen cooledmagnetron sputtering source, the details
for which can be found in Supporting Information and in ref 34.
Briefly, the clusters were produced in a magnetron sputtering
source (Figure S2) and the clusters of desired single size were
mass-selected from the molecular beam and soft-landed on the
ALD and NS ZrOx supports at controlled loading of copper
metal. The copper loading per cluster spot in these samples was
about 5 ng, corresponding to 4.45 × 1013 Cu atoms.

In Situ GIXANES, GISAXS, and TPRx. The testing of
performance and characterization of the working catalyst was
performed in a home-built reactor at beamline 12-ID-C of the
Advanced Photon Source at the ArgonneNational Laboratory.35

This experimental setup allows in situ X-ray monitoring of
changes in the size of the clusters by small-angle X-ray scattering
at grazing incidence (GISAXS) and to follow the changes in the
oxidation state of the metal by grazing incidence X-ray
absorption near edge spectroscopy with fluorescence mode
detection (GIXANES), as well as to simultaneously monitor
reaction product formation during a temperature-programmed
reaction (TPRx). A brief description of themultiprobe approach
is given in the Supporting Information and in detail else-
where.35,36 The reaction was performed using a uniform double
heat and cool ramp (see the Results and Discussion section), at a
pressure of 1.1 atm under continuous flow of 18 sccm of pure
CO2 and H2 in 1:3 ratio.
The spectra of the Cu metal foil, Cu2O, CuO, and Cu(OH)2

bulk standards were collected at the 12-BM beamline of the
Advanced Photon Source in transmission mode. These spectra
were used as reference spectra for linear combination fit (LCF)
analysis of the XANES spectra. Note here that the local structure
in ultrasmall clusters deviates from that in the bulk materials
such as the standards used in this study. Therefore, in this work
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Figure 1.Catalytic activity of Cu4 and Cu12 clusters on ALDZrOx andNS ZrOx. (a) Temperature ramp; (b) Cu4 on ALD zirconia with a reproducible
activity for methane formation from CO2 on consecutive ramps; (c) Cu12 on ALD zirconia with a reproducible activity for methane formation from
CO2 on consecutive ramps; (d) Cu4 on NS ZrOx with a activity for methane formation from CO2 significantly decreased during the second ramp; and
(e) Cu12 on NS ZrOx with a activity for methane formation from CO2 quenched during second ramp.
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we complement the LCF approach by a multivariate curve
resolution - alternating least squares (MCR-ALS) method,37

which has proven to be instrumental for speciation of mixtures,
when the exact reference spectra for pure components are not
known.
Using an X-ray beam of 9.1 keV energy, 2-dimensional

GISAXS images were collected to monitor possible agglomer-
ation of Cu clusters during the reaction can be obtained35,38−40

and the scattering patterns were analyzed with the Modeling II
tool in the Irena tool suite.41

GIXANES Spectra Analysis. GIXANES data were analyzed
to obtain the changes in the oxidation state of the clusters using
two different techniques:

LCF Technique. The Cu clusters XANES spectra were fitted
as a linear combination of bulk Cu standard XANES spectra, Cu
(Cu0), Cu2O (Cu+), CuO (Cu2+), and Cu(OH)2 (Cu

2+). The
spectra were processed by using a linear least-squares
optimization algorithm, which provides the contributions from
individual motifs to the ensemble-average spectrum of the
clusters.42,43 (see Figure S3) By performing LCF analysis for
spectra collected at all temperatures, one can obtain the
evolution of unique subsets of clusters during the reaction can
be obtained. This method assumes prior knowledge of the
standards and requires independent validation that the stand-
ards adequately represent the states of the clusters in reaction
condition.

Figure 2. XANES spectra collected at the Cu K-edge during the double ramp shown in Figure 1a. (a) Cu bulk standards; (b) Cu4 on ALD ZrOx; (c)
Cu12 on ALD ZrOx; (d) Cu4 on NS ZrOx; and (e) Cu12 on NS ZrOx. The blue bar in the plots indicates the position of the edge of the spectra,
calculated by the location of the first peak of the derivative in the XANES spectra. It is shifted toward lower or higher energies, indicating the change in
the oxidation state to the lower or higher values, respectively.
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MCR-ALS Technique. The accuracy of the LCF approach
discussed above can be limited by the fact that the local structure
of nanostructured materials and hence their X-ray absorption
spectra can be quite different from those in corresponding bulk
materials. In the MCR-ALS approach, in turn, the spectra
corresponding to pure compounds (which are not known a
priori for nanosized materials) are determined automatically
from the series of experimental data for mixtures. The MCR-
ALS method and its application to XANES data analysis are
discussed in refs 37 and 44−48. In particular, ref 46 is a good
example of application of the MCR-ALS method for
identification of different species in copper-based nanocatalysts
from temperature-dependent Cu K-edge XANES data and
demonstrates clearly the limitations of the LCF technique. For
example, it was shown that LCF may severely overestimate
contribution of Cu+ species in the speciation of nanosized
copper catalysts.46 Briefly, MCR-ALS method is applicable if a
set of experimental XANES spectra μi is available, where each

spectrum can be expressed as a linear combination of a few
spectra sj that correspond to pure compounds, weighted withwij:
μi(E) = ∑jwijsj(E). Using matrix notation, this set of equations
can be rewritten asM =WS, where the matricesM,W, and S are
formed from experimental spectra μi(E), weights wij and spectra
for pure compounds sj(E), correspondingly. To obtain unique
results forW and S, the following constraints are imposed: 1) all
elements of matrices W and S should be non-negative and 2)
∑jwij = 1. Elements of W and S are then refined in an iterative
process. One starts with a rough initial estimation of matrix W
(in our case, the initial guesses of concentration profiles can be
obtained from the conventional LCF analysis). To obtain the
initial approximations of spectra for pure compounds, linear
least-squares problem is then solved with respect to S to
minimize the norm ||M − WS||. Next, elements of matrix W are
similarly updated, by solving least-squares problem with respect
toW and taking into account the above-mentioned constraints.
The process is repeated until there is no more significant

Figure 3. Evolution of oxidation state of copper in the clusters during the reaction, form LCF fitting of XANES spectra and corresponding
compositions shown in Figure S3. (a) Cu4 on ALD ZrOx; (b) Cu12 on ALD ZrOx; (c) Cu4 on NS ZrOx; and (d) Cu12 on NS ZrOx.
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reduction of the norm ||M−WS||. If the initial guess of matrixW
is not too far from the true values, MCR-ALS method is able to
recover the spectra for pure compounds, as well as the weights of
the pure compounds spectra in each of the experimentally
acquired spectrum (see Figure S4). To illustrate and validate the
MCR-ALS method for the analysis of Cu K-edge XANES data,
in the Supporting Information, Figure S6, we apply it to analyze
a set of model data, constructed as artificial linear combinations
of experimental XANES for bulk reference compounds: metallic
copper, Cu2O, CuO, and Cu(OH)2. As shown in Figure S7, the
MCR-ALS method in this case is able to reconstruct quite
reliably all four reference spectra and also their contributions to
each of the mixtures.
Importantly, as part of the MCR-ALS analysis procedure, we

have also verified that two components should be sufficient to
describe experimental data for each of the samples by using
principal component analysis (PCA).49−51

XPS Analysis. The XPS measurements were performed with
a Leybold LHS 10/12 UHV apparatus equipped with a
hemispherical electron analyzer and a conventional X-ray source
(Mg Kα = 1253.6 eV). The high resolution spectra were
acquired in the constant step energy mode with Epass = 30 eV.
The overall energy resolution was 0.8 eV. The pressure in the
experimental chamber during experiments was below 6 × 10−9

mbar. The binding energy scale of the spectrometer was
calibrated via the Au 4f7/2 core level line (located at 83.97 eV)
of a clean polycrystalline Au sample. Due to the moderate
charging in all of the analyzed samples and considering that the
substrates are all zirconium oxide, the spectra were aligned by
using as reference the adventitious carbon peak conventionally
positioned at 284.8 eV. The spectra were fitted with a Shirley
background or with linear background that was subsequently
removed for zirconium and oxygen spectra. The oxygen and
zirconium spectra were fitted with a linear combination of
Gaussian and Lorentzian line-shapes with larger weight of the
Gaussian component. The least-squares curve-fitting were
performed with the code WinSpec, developed at the LISE
laboratory, Namur, Belgium.

■ RESULTS AND DISCUSSION

Cu clusters on both ALD coated and nanostructured zirconia
were found to be highly active and selective toward methane
production. The reaction was performed using a uniform double
heat and cool ramp (Figure 1a), at a pressure of 1.1 atm under
continuous flow of 18 sccm of pure CO2 and H2 in 1:3 ratio. An
initial look at the reactivity data (reaction rates) can be
summarized as follows. During the first ramp, the activity of
Cu4/NS ZrOx was found to be approximately 30% higher than
that of Cu4/ALD ZrOx, and the activity of Cu12/NS ZrOx was
approximately twice that of the activity of Cu12/ALD ZrOx.
However, the activity of Cu12/NS ZrOx drops over a repeated
cycle, as discussed below.
The comparison of activity and X-ray results revealed a strong

correlation between the activity and oxidation state of the
clusters:
Cu Clusters on ALD ZrOx. The spectra of the Cu metal foil,

Cu2O, CuO, and Cu(OH)2 used as bulk standards are shown in
Figure 2a. The spectrum of copper in Cu4 clusters supported on
ALD ZrOx indicate a Cu(OH)2-like structure at room
temperature, as deducted from XANES spectrum collected
under flowing He before the beginning of the heating ramp
(Figure 2b). The evolution of the oxidation state of copper in the

Cu4 and Cu12 cluster during the applied temperature ramp
obtained from LCF analysis is shown in Figure 3a,b, respectively
XPS characterization was carried out ex situ before and after

the complete thermal treatment. Figure 4 shows the high

resolution XPS spectra and the peak fitting of O 1s edges of the
ALD ZrOx, namely the pristine sample and the sample after the
thermal treatment without and with the Cu4 and Cu12 clusters.
Figure S4 shows the corresponding Zr 3d spectra. The fwhm

of the Zr 3d peaks is about 1.5 eV. The Zr 3d 5/2 peak is found at
182.0 eV with spin−orbit splitting of 2.3 eV. This BE could be
referred to oxygen-deficient zirconia (ZrO2‑x), as also assessed
by the evaluation of the stoichiometry obtained by the ratio
between the area of Zr 3d peak and the area of the fitted oxygen
peak corresponding to the lattice oxygen (Zr4+) centered at
530.0 eV (red filled peaks in Figure 4, upper panels). The
complete thermal process promotes the oxidation of zirconium.
In O 1s spectra the feature centered at 531.6 eV (green filled
peaks in Figure 4) is related to the contribution of oxygen
bonded to carbon in organic species and oxygen bonded to
zirconium but with no lattice occupancy that is either an

Figure 4.XPS spectra of pristine and after the complete thermal process
of ALD ZrOx samples. Upper panels: fitted normalized O 1s spectra;
bottom panels: fitted Cu 2p spectra.
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indication of oxygen vacancies and a certain degree of surface
hydroxylation of the support.52,53 The possible contribution of
copper oxides should also be in the BE region between 529.5 and
530.5 eV but, due to the low content of the element, its amount
is expected to be negligible with respect to the exceeding O−Zr
contribution and no reliable deconvolution of the two metal
oxides can then be performed. In O 1s spectra silicon dioxide is
also detected (blue filled peak at 532.4 eV). Its contribution
comes from the support on which the thin ALD zirconia film was
deposited in accordance with the intense silicon peak observed
in the wide spectrum (not shown). In Zr 3d and O 1s spectra no
evident features ascribable to the presence of copper clusters
arise. Figure 4 (bottom panel) shows the Cu 2p peaks of the
ALD ZrOx samples before and after the complete thermal
process. All of the samples show the main Cu 2p3/2 at 933.7 eV
with a spin orbit splitting of 20.0 eV. The peak position and the
narrow shape of the 2p3/2 peaks of the pristine samples are strong
indications that Cu is mainly in metallic form (Cu(0)) or in
oxidation state Cu(I) since these two contributions are not
easily distinguishable, according to the reference spectra of
copper oxides reported by Pauly et al.54 The component Cu(II),
identified via a small fitting peak at higher BE,54 is negligible for
the pristine sample.
The catalyst changes its composition drastically when heated

in the presence of CO2 and H2. Indeed, above 175 °C the Cu2O

and CuO phase appear (see Figure S3a). At 275 °C the
composition further changed to a mixture of Cu2O and metallic
Cu with contributions of 70% and 30%, respectively. Note,
however, that, as demonstrated in ref 46, the significant
contribution of Cu2O at high temperatures may be an artifact
of the LCF procedure in this case. The composition remained
constant as the clusters were heated up to 375 °C. The oxidation
state dropped from +2 at room temperature to 0.7 at 225 °C and
was stable at higher temperatures. The changes of the
composition and oxidation state of copper were reversible as
seen from the cool-down ramp. The oxidation state started to
increase when the samples were cooled below 225 °C and rose
to 1.6 at room temperature. The changes in the oxidation state
were identical in the next cycle. MCR-ALS results for Cu4
clusters on ALD zirconia are shown in Figure 5a and are in
qualitative agreement with LCF results discussed below. Two
components (S1 and S2) were identified, such that experimental
spectra, acquired at different temperatures, can be expressed as
linear combinations of S1 and S2. The representative fits of
experimental XANES spectra with linear combinations of S1 and
S2 are shown in the Supporting Information, Figure S7. Nearly
perfect MCR-ALS fit indicates that two components are
sufficient to describe the whole experimental data set. Existence
of additional species cannot be ruled out completely, but they
need to be either extremely short-lived (i.e., contributing to a

Figure 5. Evolution of Cu cluster composition during the reaction as obtained fromMCR-ALS analysis for Cu4 on ALD ZrOx (a), Cu12 on ALD ZrOx
(b), Cu4 on NS ZrOx (c), and Cu12 on NS ZrOx (d). XANES spectra S1 and S2 for two species identified by the MCR-ALS method are shown as solid
lines and compared with experimental spectra for bulk reference materials (metallic Cu and CuO, dashed lines). Temperature-dependencies of the
weight of contribution of S2 (which resembles the spectrum for oxide) to the total spectra are shown in the insets.
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single experimental spectrum only), or their concentration
should be completely correlated with the concentration of some
other species. By comparing the spectral components, yielded by
MCR-ALS technique, with the spectra of reference compounds
(Supporting Information, Figure S5), one can conclude that
component S1 corresponds to metallic copper, while component
S2 can be associated with a spectrum of oxidized copper species.
At the same time, one can see clearly the differences between S1
and S2 and XANES data for bulk reference compounds. In
particular, one can note that the spectrum for metallic species
(S1) has much broader, smoother features than XANES for bulk
metallic copper, as expected for metallic clusters of very small
size.46,55 The observed differences between S1 and S2 and
XANES data for bulk references is a warning sign that
conventional LCF may be inaccurate in this case,46 and there
is a need for a complementary MCR-ALS approach. The
temperature dependence of the weight of the S2 component,
which can be associated with the fraction of oxidized Cu species,
is shown in the inset in Figure 5a. The as-prepared Cu4 sample
on ALD zirconia sample is nearly completely oxidized, and
preserves its state up to ca. 150 °C. Upon further temperature
increase, the sample is rapidly reduced, and is almost completely
metallic at 225 °C. The fact that MCR-ALS suggests that the
sample is reduced almost completely is the main difference
between MCR-ALS and LCF results. As mentioned above, this
difference can be explained by the known artifact of the LCF
procedure for nanosized catalysts.46 Upon subsequent cooling,
the sample is partially reoxidized. Similarly to the conclusions
made on the basis of the LCF analysis, MCR-ALS suggests that
reoxidation occurs sharply when the temperature falls below
225−175 °C.
The activity of the catalyst followed from the measured TPRx

signal showed highest activity for methane (m/z = 15)
production, whereas no detectable signal was seen for methanol
(m/z = 31). Methane production started at 275 °C and peaked
at 375 °C with rCH4 of 0.03 molecules atom−1 s−1 as shown in
Figure 1b for Cu4 on ALD ZrOx. It was also found that the
activity measured during the slow heat and cooling ramps is
symmetric which shows that there is no deactivation of the
catalyst by the heating to a high temperature. The catalyst is
cycled for two consecutive ramps with a 90 min rest at room
temperature in between the two ramps. The sample with Cu4
clusters in the second ramp lost about 30% of its activity, for
which we have no unambiguous explanation. We speculate that
this drop could be caused due to changes in the ALD ZrOx
support and clusters getting partially embedded into the
support.
The XANES spectra measured under He for the Cu12 clusters

showed that copper in the clusters was present as Cu(OH)2
similar to Cu4 clusters as seen in Figures 2c and S3b,
respectively. However, the changes observed in the Cu12 clusters
exhibited a more gradual pattern as the oxidation state of copper
started dropping as soon as the reactant gases were introduced
within the reactor. As seen from Figures 2c and 3b the oxidation
state of the clusters dropped to 0.8 above 175 °C and did not
change while the clusters are heated up to 375 °C and also
during cooling until 175 °C. On further cooling to room
temperature the oxidation state increased to 1.2. The change in
the oxidation state occurred in the same manner in the following
cycle. The final oxidation state for copper in the dodecamer
clusters at 375 °C was the same; however, the clusters were
composed of about 50% metallic Cu and the rest of the

composition was in an oxidized state. The changes in the
composition were reproducible over the two consecutive ramps.
In XPS (see Figure 4), after the thermal process the detected

Cu 2p signal shows a larger spread. The fit highlights a more
intense peak arising at higher BE, attributable to an increased
amount of the Cu(II) phase, more evident for the samples with
Cu4 clusters. The reduction in peak intensities with respect to
pristine sample can be mainly attributed to the diffusion of the
copper clusters in/on the zirconia support.
MCR-ALS results for Cu12 clusters on ALD ZrOx (Figure 5b)

are, again, in qualitative agreement with LCF results and also
suggest a more gradual initial reduction compared to the Cu4
sample. At the same time, the completely reduced state was
reached faster, at lower temperature (175 °C for Cu12 clusters in
comparison to 225 °C for Cu4) clusters. This may explain the
differences in catalytic properties for these systems, vide infra.
Upon consequent cooling, the Cu12 sample was also reoxidized
to a lesser degree than the Cu4 sample, in agreement with LCF.
We note that, following a similar procedure in analyzing
experimental XANES data for both Cu4 and Cu12 clusters
(spectra for each of the samples were analyzed separately), we
have found that MCR-ALS decomposition of experimental
spectra into mixtures of two components is able to reproduce
reasonably experimental spectra for all samples, and inclusion of
the third component in the analysis does not improve results
significantly.
Cu12 clusters were active at temperatures as low 175 °C, which

is about 100 °C lower than the onset temperature seen for Cu4
clusters. This temperature is lower than any of the previously
reported catalysts in literature and at atmospheric pressure.56−60

rCH4 reaches 0.025 molecules atom−1 s−1 at 375 °C during the
first ramp and maintains about 90% of its activity during the
second cycle which makes Cu12 as one of the most active low
pressure catalyst for CO2 conversion to methane. From
GIXANES we could already ascertain that the clusters maintain
their composition and oxidation state over the cycles. GISAXS
results from Figure S8a,b show no evidence that the clusters
aggregate under the reaction conditions.

Cu Clusters on Nanostructured Zirconia.Cu4 clusters on
the NS ZrOx support showed a gradual change in the oxidation
state of copper, reaching 0.9 at 375 °C from 1.8 at 25 °C. At
room temperature the clusters start off as Cu(OH)2, a
component (see Figure S3c) which gradually decreases with
increasing temperature and finally vanishes at 175 °C as shown
in Figure 2d and for average copper oxidation state in these
cluster in Figure 3c. Above this temperature, copper stays in a
mixed phase of Cu (20%), Cu2O (60%), and CuO (20%) as
shown in Figure S3c. During cooling the oxidation state starts to
increase, reaching 1.5 at room temperature. During the second
cycle a similar trend is observed but copper stays more oxidized
at 375 °C with an oxidation state of 1 and a higher fraction of
CuO component (30%). MCR-ALS for the Cu4 sample on NS
ZrOx suggests a more gradual sample reduction upon heating
and a more gradual reoxidation upon cooling in comparison to
samples on ALD supports. After reoxidation, the fraction of the
metallic phase is found to be lower for the copper tetramer on
NS ZrOx.
The methane signal appears at 275 °C and rises to 0.04 at 375

°C and, thus, the same onset temperature for Cu4 clusters on
both ALD and NS ZrOx. However, the activity of Cu4 on NS
ZrOx is 30% higher compared to ALD ZrOx. The most drastic
changes are observed during the cooling phase as the activities at
325 °C during the heating and cooling are 0.03 and 0.01
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respectively. In the second cycle the maximum activity at 375 °C
dropped to 0.01 which is a 75% drop in activity compared to the
first ramp. The big change in activity implies a possible
restructuring taking place on the NS ZrOx surface during the
heating which leads to quenching the Cu4 activity. Since, in
comparison with studies of similar clusters under different
conditions,9 no unambiguous indication of noticeable agglom-
eration of Cu4 clusters was observed in GISAXS patterns (Figure
S8c), a possible explanation for the drop in activity could be that
the clusters are less exposed to the reactants, for example by
migrating into pores or getting submerged into the surface of NS
ZrOx, as evidenced by the drop of Cu-signal intensity in XPS on
the NS ZrOx support.
Figure 6 shows the Zr 3d andO 1s spectra of NS ZrOx pristine

samples and after thermal treatment without and with clusters.
The fwhm of the Zr 3d peaks is larger than in the previously

discussed samples (approximately 2.1 eV). This peak spread is
due to the intrinsic nature of the nanostructures, that are

characterized by nonbulk like bond length relaxation, as well as
to the coexistence of cubic crystalline phase and amorphous
component in these samples. Thermal treatments promotes the
evolution of the nanocrystals toward the monoclinic phase.20

The Zr 3d 5/2 peak for all the samples is located at 182.2 eVwith
spin−orbit splitting of 2.3 eV. This peak spreading is related to
the copresence of the different crystalline phases, and the value
of the BE indicates an almost full oxidation of the samples (Zr4+)
as confirmed also by the stoichiometry evaluation. Also at a
glance, the deconvoluted oxygen components show an increase
of the area under the oxygen in the ZrO2 lattice and a
concominant decrease of the area of the oxygen not in the
regular lattice (531.8 eV). Furthermore, taking into account the
porosity and the largest exposed surface of the NS ZrOx samples
with respect to ALD zirconia, the contribution of adventitious
species bonded to carbon is expected to be more relevant. In
these films there are no silicon fingerprints detectable for the
accessible depth with XPS as assessed in the wide scan (not
shown); thus no peak at 532.8 eV comes out from the fitting of
the oxygen peak. No features interfering with those observed for
copper clusters were identified which could have complicated an
unambiguous assignment of peaks for the latter samples.
The oxidation state of Cu12 clusters on NS ZrOx at room

temperature is found to be 1.9 (with a composition of Cu(OH)2,
Figure S3d) which drops to 1.1 at 325 °C and does not change
any further as the sample is heated up until 375 °C and when
subsequently cooled to 225 °C as seen (Figures 2e and 3d).
Below 225 °C the oxidation state rises and increases to 1.4 at
room temperature. The composition of the clusters is a mixture
of Cu, Cu2O, and CuO in equal proportion (Figure S3d). In the
second cycle the oxidation state also shows a drop reaching 1.1 at
375 °C with a similar composition as that in the first cycle, thus
indicating reversible changes in the nature of the catalyst. No
indication of sintering of Cu12 clusters was observed by GISAXS
(Figure S8d) in comparison with earlier studies.9

Cu12 becomes active at a temperature of about 175 °C and
attains a rate of methane formation rCH4 of 0.05 molecules
atom−1 s−1 at 375 °C. The rCH4 is similar at all temperatures
recorded during the heating and cooling ramp showing that the
changes on the surface of NS ZrOx does not affect the activity of
Cu12 clusters. The activity significantly drops during the second
cycle to about 20% of that observed in the first cycle.
Interestingly, according to MCR-ALS, the evolution of the
oxidation state for Cu12 onNS ZrOx is very similar to that in Cu4
on NS ZrOx. Thus, unlike it was observed for samples on ALD
support, the cluster size does not affect significantly the
reducibility of the samples on NS ZrOx.
For nanostructured zirconia the signal at Cu 2p edge was very

low also for a possible shadowing and burying effects on Cu
clusters due to the roughmorphology of theNSZrOx substrates.
Again, after the described data processing, the Cu appears, as in
the case of ALD samples, before and after thermal treatment,
mainly in CuO phase for both types of Cu clusters.
Results, obtained by MCR-ALS analysis of Cu K-edge

XANES data, for the nanostructured zirconia-supported
catalysts are shown in Figure 5c,d. For each of the samples
two components (S1 and S2) were identified, such that
experimental spectra, acquired at different temperatures, can
be expressed as linear combinations of S1 and S2. Representative
fits of experimental XANES spectra with linear combinations of
S1 and S2 are shown in the Supporting Information, in Figure S7.
Component S1 resembles the XANES spectrum for metallic

copper, while component S2 can be associated with a spectrum

Figure 6. XPS spectra at O 1s (upper panels) and Zr 3d (bottom
panels) edges and peaks fitting of NS ZrOx samples. The spectra of the
pristine sample (left column) and after complete thermal process (right
column) without and with the Cu clusters are shown.
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of oxidized copper species. At the same time, one can see clearly
the differences between S1 and S2 and XANES data for bulk
reference compounds.
The temperature-dependencies of the weight of S2

component, which can be associated with the fraction of
oxidized Cu species, are shown in the insets in Figure 5. Overall,
the results obtained via MCR-ALS approach qualitatively agree
with the results of conventional LCF analysis. All as-prepared
samples are nearly completely oxidized. Upon temperature
increase, all samples are reduced. The reduction is more rapid
for samples on ALD ZrOx, which are nearly completely metallic
at 175−225 °C. Higher reduction temperatures are required for
samples on NS ZrOx (325−375 °C). Upon subsequent cooling,
all samples are partially reoxidized. For samples on ALD ZrOx
reoxidation occurs sharply, when the temperature falls below
175−125 °C.More gradual changes are observed for samples on
NS ZrOx. Interestingly, the evolution of the oxidation state for
Cu4 on NS ZrOx and Cu12 on NS ZrOx is very similar,
suggesting that the cluster size does not affect significantly the
reducibility of these samples.
Activation Energy.The activation energy of the Cu clusters

on zirconia substrates is evaluated from the Arrhenius plots
shown in Figure S9 and are tabulated in Table 1. The rCH4 data

used for calculation are those obtained during the first cycle. Cu4
on ALD ZrOx has an activation energy of Ea of 70.92 kJ/mol
which is comparable to those reported for bulk catalysts for CO2
methanation;2 for example on the Ni(100) surface an Ea of 88.7
kJ/mol has been reported.61 Cu4 on Nano ZrOx has higher
activity than Cu4/ALD ZrOx and has an Ea of 40.03 kJ/mol. A
lower Ea of ∼40 kJ/mol has recently been reported for Cu
nanoparticle doped iron nanocomposites for CO2 methana-
tion.10 The Cu12 cluster on ALDZrOx andNS ZrOx has an Ea of
15.29 and 25.89 kJ/mol, respectively, and were also found to be

more active compared to the Cu4 clusters on the same supports.
This low Ea is consistent with the highest activity that we
discussed for the Cu12 clusters in the previous section.
In passing we note that similar size Cu clusters dispersed on

various supports produced different products, ranging from
methanol7,8,62 to hydrocarbons,9,62 thus underlining the
pronounced support effects on both activity and selectivity of
subnanometer size clusters.

Mechanism and Energy Profile of CO2 Methanation
Reaction. In order to elucidate the reaction mechanism
responsible for CO2 methanation on the Cu4O2 cluster at the
zirconium oxide support, the DFT calculations have been
carried out involving four hydrogenation steps of the reaction.
Concerning the model of ZrO support, ZrO2 subunits have been
considered because they are involved in crystalline growth and
the subunit Zr12O24 has been selected based on findings from
previous reactivity studies on Zr oxide.63 The chosen subunit of
Zr12O24 with Cu4O2 has been optimized, and after an extensive
search of isomers (cf. Figure S10), the lowest energy structure
has been selected as a model. The above-described Zr12O24
subunit (Figure 7a) supporting Cu4O2 cluster with oxidation
number 1 (based on the experimentally determined Cu
oxidation state of about 1) with bound HCO2 (Figure 7b)
forms the reactive center Cu4O2Zr4O5H-HCO2 (Figure 7c).
Notice that contribution of the support through the Zr4O5
subunit offers functionalization of the copper tetramer with its
dual role, since two Cu atoms participate actively in hydro-
genation and the other two bind to Zr atoms of the model for
support. Mulliken charge analysis provides information that Cu4
is positively charged.
These results have been obtained based on density functional

theory using the B3LYP functional64−66 and TZVP AO67,68

basis set as well as relativistic effective core potential RECP for
Zr atoms.69 The minima and transition states along the reaction
pathway have been determined employing the Gaussian 16
program package.70 In addition, an extensive structural search
has been carried out determining the position of CO2 and H2 at
Cu4O2Zr12O24 (cf. Figure S11).
The calculated energy profile for CO2 methanation which

involves four hydrogenation steps is presented in Figure 8. The
starting point (A) of the reaction is a Cu4O2 unit on Zr12O24 with
CO2 bound to one of the copper atoms. The first hydrogenation
step (B) has been obtained by adding an H2 molecule, in which
oneH atom is bound to oxygen and the other one is bridging two
Cu atoms gaining 2.04 eV of energy. The barrier for the

Table 1. Activation Energy for Cu Clusters on Zirconia
Supports

Ea

catalyst (kJ/mol) (eV)

Cu4/ALD ZrOx 70.92 0.74
Cu12/ALD ZrOx 15.29 0.16
Cu4/NS ZrOx 40.03 0.41
Cu12/NS ZrOx 25.89 0.27

Figure 7. DFT determined structures for (a) Zr12O24 subunit, (b) Cu4O2Zr12O24H-HCO2 presenting binding of CO2 and H2 on Zr12O24, and (c)
reactive subunit Cu4O2Zr4O5H-HCO2 evidencing participation of copper cluster and part of support. Mulliken population analysis has been also
included. The calculated binding energy of Cu4O2 at Zr12O24 is 8.14 eV.
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activation of CO2 (B′) and formation of HCOO is 0.94 eV.
Conformational changes of the HCOO unit located between
two Cu atoms lead to a stable configuration of HCOO (F). The
subsequent addition of the second H2 molecule leads to
formation of HCOOH (G) over a barrier of 1 eV (F′). In
addition, a barrier of 1.04 eV (G′) has to be overcome in order to
form H2COOH (H). The steps H-J lead to conformational
changes of theH2COOHunit over small energy barriers, and the
activation energy of 0.49 eV (J′) is needed for separation of
H2COOH to OCH2 and OH (K). According to Cu4O2 at the

Zr12O24 subunit, methanation of CO2 proceeds energetically
favorable over formation of Cu2−HCOO (1st step) and OCH2

(2nd step). Thus, the reaction mechanism within the first two
hydrogenation steps directly involves interaction between two
copper atoms with CO2 andH2 opening the opportunity to form
methane and water within the next two hydrogenation steps
described below. In order to consider the possibility of other
pathways of hydrogenation, we examined the binding of
hydrogen on oxygen instead of carbon. However, the transition
state over formation of COOH is considerably higher (2.9 eV, cf.

Figure 8. Calculated reaction pathways of CO2 methanation on an oxidized copper tetramer (Cu4O2) supported by Zr12O24 following four steps of
hydrogenation (1st step A−F, 2nd step F−K, 3rd K−p, and 4th N−S or 4th p−s). Letters label minima, and letters with primes denote transition states.
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Figure S12) than the one needed for formation of HCOO (0.94
eV). Therefore, we continued to investigate the methanation
reaction following the formation of HCOO shown in Figure 8.
An addition of the third H2 molecule leads to formation of

H2O (L) and the barrier of 0.59 eV (M′) has to be overcome to
create OCH3 (N). Furthermore, the reaction can follow two
pathways, one within the third step and the 4′th step (labeled by
small letters) and the second one within the fourth step. Along
the first branch of the pathway, in order to separate CH4 two
barriers have to be overcome, the first one of 2.38 eV (n′) which
involves breaking of CO bond by formingCu2O andCuCH3 and
the second barrier that requires 2.01 eV(o′) forming CH4 bound
to a copper atom. However, this requires 1.32 eV with respect to
the starting point of reaction. Along the second branch of the
pathway within the fourth step, the H2 molecule added to the
OCH3 unit forms CH3OH (O) over a barrier of 0.67 eV (N′)
and the CH4 formation originating from Cu−CH3OH needs to
overcome an activation barrier of 2.53 eV (O′). Comparing both
branches of the pathway, the second branch is energetically
favorable (N−S) and accessible at T = 0 K. The first one is
accessible by higher temperatures (N-s) due to a barrier of 2.01
eV, since the corresponding transition state is above starting
point of the reaction pathway.
In the fourth step and 4′th step, after separation of CH4, the

formation of water can also be followed by two branches of the
pathway. The one along steps p-s requires the energy of 0.46 eV
above the starting point of the reaction and therefore is
energetically unfavorable at 0 K. The other one involving steps
Q′−S is energetically favorable at 0 K. The above-described
findings allow us to elucidate the CO2 methanation reaction and
indicate that the mechanism of the CO2 methanation reaction
directly involves two copper atoms from Cu4O2 stabilized by a
Zr4O5 subunit which is accessible to H2 molecules.
In summary, theoretical modeling based on participation of

the Cu4O2 subunit and Zr12O24 as a model for support provides
the mechanism of reaction, as well as energetically favorable
pathways for CO2 methanation. It is worth mentioning that the
participation of the support is essential. Our results fully support
experimental findings which showed that Cu4O2 at the
zirconium oxide surface is responsible for CO2 methanation.
However, in order to design the most efficient reactive center
and model support, the consideration of metallic Cu4 and a
bimetallic tetramer interacting with Zr12O24 might also be of
interest in the future.

■ CONCLUSIONS
Cu clusters on zirconia supports form a sintering-resistant
catalyst with high activity for CO2 conversion and high
selectivity toward methane formation. The Cu4/NS ZrOx is
about 30% more active compared to Cu4/ALD ZrOx, whereas
Cu12/NS ZrOx is 100% more active compared to Cu12/ALD
ZrOx. During CO2 hydrogenation, copper was found to be
partially oxidized. The Cu4 clusters activate CO2 at 275 °C,
whereas Cu12 does the same already at 175 °C. The activation
energy Ea of methane formation on the clusters has been found
to be strongly dependent on its size and the support interaction.
The subnanometer sized Cu clusters on zirconia supports
investigated herein were found to have lower Ea and higher
efficiency for methane formation compared to clusters deposited
on alumina supports.7,8 The zirconia supports with Cu clusters
have been found to be one of the more efficient catalyst for CO2
methanation. The measured rCH4 for Cu12/NS ZrOx makes this
catalyst among the best reported so far; however, it was found

that its activity drops during the repeated cycle, most likely due
to the possible migration of the clusters into the pores and voids
with more limited access to reactants. Preprocessing of the
substrate may thus be extremely important so that the catalyst
does not lose its catalytic activity and at the same time has higher
stability.
The ex situ XPS measurements have assessed the different

nature of the zirconia substrates and the fact that copper before
and after the process is predominantly in the Cu(I) oxidation
state with also a small contribution of Cu(II) in both cases After
the cyclic treatment the possible enhanced burying of the Cu
clusters on the NS ZrOx substrate is mirrored by a very low Cu
2p signal which could be related to the observed higher activity
for the Cu/NS ZrOx catalysts with respect to the Cu/ALDZrOx
systems, underlining the pronounced effect of the morphology
of the support on nanocatalysts’ performance, demonstrating
the potential of its use in the development of new classes of
nanostructured catalysts. With the example of Cu4, accompany-
ing theoretical investigations provide supporting evidence on its
dual role and into the intrinsically high activity of zirconia-
supported copper clusters and fundamental insights into the
conversion of CO2 to methane.
Putting this into a broader perspective, this study contributes

to the understanding of support effects in catalysis, where
selectivity may be switched by altering the support or its
morphology.
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Figure 4.2: Supplementary cover page of J. Phys. Chem. C [144] featuring bimetallic
Pd-doped Cu-cluster at zirconia support for CO2 conversion into methane and methanol.

67



Mechanism of Catalytic CO2 Hydrogenation to Methane and
Methanol Using a Bimetallic Cu3Pd Cluster at a Zirconia Support
Antonija Mravak, Stefan Vajda,* and Vlasta Bonacǐc-́Koutecky*́
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ABSTRACT: For very small nanocluster-based catalysts, the exploration of the
influence of the particle size, composition, and support offers precisely variable
parameters in a wide material search space to control catalysts’ performance. We
present the mechanism of the CO2 methanation reaction on the oxidized
bimetallic Cu3Pd tetramer (Cu3PdO2) supported on a zirconia model support
represented by Zr12O24 based on the energy profile obtained from density
functional theory calculations on the reaction of CO2 and H2. In order to
determine the role of the Pd atom, the performance of Cu3PdO2 with
monometallic Cu4O2 at the same support has been compared. Parallel to methane
formation, the alternative path of methanol formation at this catalyst has also been
investigated. The results show that the exchange of a single atom in Cu4 with a single Pd atom improves catalyst/s performance via
lowering the barriers associated with hydrogen dissociation steps that occur on the Pd atom. The above-mentioned results suggest
that the doping strategy at the level of single atoms can offer a precise control knob for designing new catalysts with desired
performance.

■ INTRODUCTION
The capture of CO2 and its catalytic conversion to hydro-
carbons, alcohols, and various hydrocarbon derivatives have
been of large interest, as an attractive solution for addressing
environmental issues by the production of value-added
chemicals and fuels. Multiple studies have been reported on
the promising performance of copper-based bulk and nano-
scale catalysts.1−13 Recently, catalysts based on small size-
selected subnanometer copper clusters and their nanoscale
assemblies have been explored extensively both experimentally
and theoretically in the conversion of CO2 into various
products, such as methane and methanol.14−18 Also, the
studies should be mentioned which yield other important
products such as a diesel fuel surrogate dimethyl ether,19,20

including catalysts with the copper content. The latter boosts
catalyst performance and selectivity toward dimethyl ether.
In order to expand the material search space, cluster-based

catalysts allow us to examine the effect of catalytic moiety’s size
on performance and influence of the composition of the cluster
and of the support. In their size and composition, well-defined
clusters anchored to the model of a support oxide can be
treated by density functional theory (DFT) to gain basic
understanding of the function of the catalytic site and the
mechanism of the reaction which can ultimately initiate new
focused experiments guided by predictions to take various
paths. In a joint theoretical and experimental study, we have
recently found that subnanometer copper tetramers supported
by zirconia are highly efficient for CO2 hydrogenation and its
conversion to methane at high temperature, where catalytic
performance was dependent on the cluster size and substrate

morphology. DFT simulations on the Cu4O2 cluster supported
by the Zr12O24 subunit (Cu4O2/Zr12O24) provided a
mechanism for CO2 hydrogenation along the way to
conversion to methane, confirming the experimental findings
but identifying also methanol formation. These results
stimulated us to investigate the possible effect of exchanging
a single Cu atom in the cluster with a Pd atom in the tetramer,
on the example of Cu3PdO2 at Zr12O24, on altering
performance. In addition to the generally expected effect of
an ad-/dopant atom on the electronic structure of the cluster,
Pd was chosen also due its well-known role in activation and
dissociation of H2. In other words, the aim of the present study
is to optimize the catalytic performance of these copper-based
tetramers in CO2 hydrogenation, by leveraging the proven
potential of palladium in the efficient activation of molecular
hydrogen, thus providing a control knob on the atomic scale to
fine-tune catalyst performance in an atom-by-atom doping
fashion. It is to be noted that partially oxidized tetramers were
taken into account, based on the reported oxidation states of
copper and palladium in mono- and bimetallic clusters studied
in situ on the same or similar cluster-based catalysts in
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compatible hydrogenation and dehydrogenation reac-
tions.14−16,18,21−27
Here, we will first present the mechanism and energy profile

of the CO2 methanation reaction on the bimetallic tetramer
(Cu3PdO2) at the model zirconia support represented by
Zr12O24. We will also compare the predicted performance of
this mixed tetramer with that of the monometallic Cu4O2
cluster at the same support. In addition, we will carry out a
parallel investigation of methanol formation on these catalysts,
the other major hydrogenation route. This set of exploratory
calculations is to support the main hypothesis of this study,
namely, to find hints about how a modification of the
composition of the catalyst by an exchange of a single metal
atom in it shows sufficient advantages in comparison to a
monometallic cluster. In this context, detailed comparative
investigations of the dominant reaction pathways are being
executed as prerequisites for predicting the functioning of the
chosen model catalysts that will ultimately lead to computa-
tional design of catalysts performing on demand.

■ COMPUTATIONAL METHODS
All the reactive species on the supported bimetallic cluster
were optimized employing DFT theory using the Gaussian 16
software package.28 Calculations of the doublet ground-state
structures were performed with the Becke-3-parameter-Lee-
Yang-Parr (B3LYP) hybrid functional29−31 and triple-zeta-
valence-plus-polarization (TZVP) basis set32 for all atoms. In
addition, Stuttgart relativistic core potential (ECP)33 has been
used for palladium and zirconium atoms. Structural and
electronic properties of both monometallic and bimetallic
transition metal clusters can be influenced by dispersion
forces.34 Hence, the Grimme-D3 dispersion correction35

(GD3) was included to account for the effect of van der
Waals (vdW) interactions on the structure and stability of
reactive species. To compare energy profiles at bimetallic
Cu3PdO2 and metallic cluster Cu4O2 at the ZrO2 model
support, previous results on the methanation reaction at the
supported metallic oxide18 were recalculated with the addition
of the GD3 dispersion. The DFT-computed corrections of
relative energies of minima and transition states have been
obtained based on Gibbs free energies at 298.15 K and 1 atm
as shown in Tables S1 and S2. Activation energies have not
been considerably influenced, but relative Gibbs free energies
have increased by 0.5−1.5 eV.

■ RESULTS AND DISCUSSION
In this contribution, we first address structural properties of
Cu3PdO2/Zr12O24 in comparison with those of Cu4O2/Zr12O24
and then attend the reaction pathways for methane and
methanol formation, with the goal to determine the role of a
single Pd atom and the mechanism involving four necessary
hydrogenation steps. In addition, the comparison of results
between the monometallic and the bimetallic clusters at the
support is of importance because optimization of the
composition of the metallic tetramer can be used to improve
the performance of the catalyst.
Modeling of the Structural Properties. A model for the

bimetallic Cu3PdO2 cluster at the support has been
investigated by alternatively replacing one by one each of the
Cu atoms of the copper tetramer by a Pd atom in a
monometallic Cu4O2 cluster at the metal oxide support
represented by Zr12O24 (Figure S1a). Notice that small clusters

do not have rigid structures; they can undergo restructuring
along the reaction path. Structural fluxionality depends on
cluster size, composition, and reaction conditions, as discussed,
for example, in the case of copper and palladium clusters of
similar size.24 In our study, the cluster structures are relaxed for
every step along the reaction pathway; thus, restructuring/
fluxionality is implicitly addressed.
The model for the support Zr12O24 has been selected based

on previous reactivity studies on the Zr oxide.36 The lowest
energy structure for Cu3PdO2/Zr12O24 includes the Cu3Pd
tetramer built from CuPd and Cu2 units which are bound to Zr
and O atoms of the support (Figure 1a). This allows the
simultaneous formation of the reactive center and connection
with the support.

The preferential site for CO2 binding has been identified at
the Cu atom (see isomers in Figure S1b), which was also
confirmed by DFT molecular dynamics (DFT-MD) simu-
lations at T = 573.15 K (cf. Figure S2). This temperature was
chosen since it is slightly higher than 548.15 K, which is the
temperature of CO2 activation at zirconia-supported Cu4.

18

Based on natural charge analysis, Pd and Cu atoms have
positive values, indicating that the Cu3Pd cluster is oxidized
(Figure 1b). The natural charges of 0.22 for Pd and ∼0.8 for
Cu atoms reveal polarization of the bimetallic cluster arising
from the difference in electronegativity of the Cu and Pd atom
(1.9 for Cu vs 2.2 for the Pd atom). The first step of the
methanation reaction includes CO2 activation accompanied by
structural adjustment and charge transfer to the CO2 molecule
forming highly reactive CO2−.37 To support these findings, we
have examined the charge transfer to adsorbed CO2 of the
structure Cu3PdO2/Zr12O24H−HCOO (cf. Figure 1b) and
compared it with that of the complementary monometallic

Figure 1. DFT-determined structures for (a) Cu3PdO2/Zr12O24 and
(b) representing binding of structure (a) with CO2 and H2 forming
Cu3PdO2/Zr12O24H−HCOO. Values of natural charges are shown in
the context of charge transfer within Cu3Pd−HCOO. (c) α-HOMO
orbital demonstrating electron delocalization within the oxidized
Cu3Pd cluster. (d) α-LUMO of the structure (b) illustrating electron
delocalization within the reactive center Cu3PdO2/Zr4O5−HCOO.
Cu, Pd, O, C, H, and Zr atoms are depicted by brown, yellow, red,
green, white, and blue spheres, respectively.
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cluster/support. The electron gain is smaller on the bimetallic
(−0.49) versus monometallic oxide cluster at the support
(−0.68) confirming gas-phase results from the literature.38 In
addition, the analysis of bond lengths for Pd−C (2.5 Å) versus
Cu−C (2.3 Å) supports the fact that higher charge transfer to
bound CO2 occurs within the monometallic than in the
bimetallic case (cf. Figure S3).

The highest occupied α molecular orbital (α-HOMO) of
Cu3PdO2/Zr12O24 shows electron delocalization at the
oxidized Cu3Pd cluster (Figure 1c). In order to illustrate
charge distribution after H−HCOO binding (Figure 1d), we
also demonstrate the lowest unoccupied α molecular orbital
(α-LUMO) for the structure from Figure 1b. The electron
delocalization is present within −HCOO attached to the
cluster and the subunit of the support.

Figure 2. DFT-calculated energy profiles for the CO2 hydrogenation reaction on the Cu3PdO2 cluster supported by Zr12O24 including four
hydrogenation steps for methane formation in 2(a,b) [first step (A−G), second step (G−L), third (L−S), and fourth (S−V)]. The methanol
energy profile is shown in (c). The letters label minima, and letters with primes label transition states.
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A comparison of structural properties between the bimetallic
and monometallic cluster at the support illustrates bond length
changes within bonding of Pd with O and Zr, and difference in
distortion between Cu3Pd and Cu4 is also present (cf. Figure
S3). The latter may play a central role in exploiting structural
changes in the catalytic moiety by the morphology of the
underlying support, for example, in structure-sensitive
reactions.4,39−44
Altogether, described structural properties illustrate the

starting point of the reaction pathway including Cu3PdO2 at
the model of the surface interacting with CO2 and H2.
Mechanism of Methane Formation. Conversion of CO2

to methane by the bimetallic Cu3PdO2 cluster at the support
involves four hydrogenation steps for which the DFT-
calculated energy profile is shown in Figure 2 and in Scheme
1. Analysis of the energy profile provides the mechanism for
the methanation reaction.

At the starting point of the reaction, CO2 is bound to the Cu
atom according to the results of the search for the lowest
energy structure. Parallel to the previous investigation of the
methanation reaction on monometallic Cu4O2 at the
support,18 the formate pathway has been chosen. Therefore,
the first hydrogenation step on bimetallic Cu3PdO2 at the
support shows the formation of −HCOO bound to Cu and Pd
atoms. Notice that in order to reach minimum D, which has
been addressed in the context of structural properties
previously (Figure 1b), relatively small barriers have to be
overcome (0.43 and 0.14 eV) between B and D minima. The
other steps (E−G) are responsible for additional stabilization
of −HCOO. Altogether, the first step is exothermic by −0.71
eV (B → G).
Within the second hydrogenation step, −HCOOH and

−H2COOH species are formed involving two barriers of 0.83
eV (G′) and 1.09 eV (H′). After stabilization (Figure 2K),
−H2COOH decomposes into formaldehyde (−OCH2) bound
to the Cu atom and hydroxyl (−OH) bound to both Cu and
Pd atoms (Figure 2L), overcoming a barrier of 0.6 eV. The
mechanism within the second hydrogenation step requires
bond breaking resulting in an endothermic pathway (G → L)
by 0.73 eV. We investigate also whether the other branches can
lower the barriers within the part of the second step. In fact, as
shown in Figure S4, hydrogenation at the Pd atom lowers the

barriers to 0.34 (e′) and 0.99 eV (f′). These results show that
the hydrogenation at the Pd atom can be energetically
favorable, suggesting a new role of the Pd atom.
The first H2O molecule is produced within the third step of

hydrogenation overcoming a small activation energy of 0.1 eV.
After desorption of H2O, the methoxy (−OCH3) is created
over three steps with barriers of 0.06, 0.18, and 0.08 eV (Figure
2N′−P′). The two barriers corresponding to 2.25 (Figure 2Q′)
and 1.83 eV (Figure 2R′) are responsible for breaking the O−
CH3 bond and formation of the methane, respectively.
Therefore, the third hydrogenation step is endothermic by
1.79 eV (L → S).
The last hydrogenation step includes the formation of the

second H2O molecule over barriers of 0.33 eV (S′) and 0.35
eV (T′), which is exothermic by −1.37 eV (S → V).
In addition, we investigated within the fourth step of the

methanation reaction the two more branches. They involve (I)
removal of the second water molecule before methane
formation (Figure S5) and (II) the fourth hydrogenation
taking place at the Pd atom with the aim to determine its role
(Figure S6).
The branch (I) was examined to verify if there is an

energetically more favorable route for the fourth hydro-
genation step. The barrier of 0.37 eV (r′̅) has to be overcome
for the creation of −OH via hydrogenation at the Cu site.
Although a similar barrier value has been found for S′ (Figure
2), the two higher stabilization steps within the branch (I) are
present (s,̅ −2.57 eV and u̅, −2.87 eV). The barrier between s ̅
and u̅ is larger (s′̅, 1.07 eV), but it is energetically compensated
for due to the binding of −CH3 to both Cu and Pd (u̅).
Despite the large barrier necessary for the formation of CH4
(u̅′), there is sufficient energy available for this endothermic
pathway in comparison to that in R′ (cf. Figure 2). Moreover,
the branch (I) is energetically accessible and lies below the
starting point of the reaction.
The branch (II) serves to examine the energy profile for the

pathway using the advantage of binding H2 at the Pd atom. In
fact, starting from the structure S of Figure 2, removal of H2O
is energetically favorable proving an important role of the Pd
atom, which involves dissociation of H2 and stabilization of
intermediate steps (cf. u and v of Figure S6).
In summary, only CuPd actively participates in hydro-

genation steps. Hydrogen dissociation seems to be well
promoted by the Pd atom since it reduces corresponding
barriers. Altogether, the mechanism of the CO2 methanation
reaction within four hydrogenation steps involves the
formation of −HCOO, −HCOOH, and −H2COOH inter-
mediate steps. In order to produce CH4 and H2O, the breaking
of the −H2COOH into −OCH2 and OH and of O−CH3 into
O and −CH3 take place. The latter one is the rate-determining
step for the methanation reaction along investigated pathways.
In addition to the formate, we have also considered a reverse

water−gas shift reaction (rWGS) pathway, as shown in Figure
S7. The route proceeds over the transition state for −COOH
formation with a barrier of 1.15 eV and lies below the starting
point of the reaction. However, the calculation of the transition
state for −OCH formation along this route requires 1.97 eV
and is energetically demanding. Overall, the rWGS pathway
includes higher energies compared to the formate route.
Mechanism of Methanol Formation. Hydrogenation of

methoxy species, which is bound over oxygen to Cu and Pd
atoms, yields Cu−CH3OH (Figure 2c). The transition state
can proceed over adsorbed H2 to either Cu or to the Pd side of

Scheme 1. Reaction Pathway of CO2 Hydrogenation at
Cu3PdO2/Zr12O24 Following Figure 2 According to Steps
(A−Q), Where Q Is Branching to V and to sa

a“-” is the symbol for adsorbed species.
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the methoxy, with barriers of 0.34 and 0.13 eV, respectively.
The desorption of methanol from the Cu atom is endothermic
by 1.01 eV. The rate-determining step of the methanol
pathway is the transition state for the formation of
−H2COOH. Altogether, the formation of methanol is
energetically favorable on the zirconia-supported bimetallic
Cu3Pd cluster. Our simulations thus suggest an opportunity to
convert CO2 to both methane and methanol depending on the
reaction temperature.
Monometallic versus Pd-Doped Bimetallic Oxidized

Tetramer Clusters at the Support. Energy profiles of the
monometallic and Pd-doped oxidized copper tetramer at the
support are compared in Figure 3. Within the first and second
hydrogenation steps, both reactions are energetically similar.
The first step is exothermic by −0.68 eV for monometallic
versus −0.71 eV for bimetallic. The second step is endothermic
by 0.55 versus 0.73 eV. Production of the water molecule in
the third hydrogenation step requires a higher barrier at Cu4O2
(0.54 vs 0.1 eV for bimetallic). This is due to the fact that
dissociation of H2 occurs at the Pd atom. In contrast to the
single barrier for the formation of methoxy (−OCH3) at
Cu4O2 (0.54 eV), three smaller barriers have to be overcome at
the bimetallic cluster (0.06, 0.18, and 0.08 eV). Similar barriers
at monometallic and bimetallic clusters are present for
breaking the O−CH3 bond (2.19 vs 2.25 eV) and formation
of the methane (2.02 vs 1.83 eV). This step is more
endothermic for Cu4O2 (2.5 eV vs 1.79 eV at bimetallic).
The barrier for −CH3OH formation at Cu4O2 is 0.56 eV in
comparison to smaller barriers at bimetallic species (0.13 eV at
Pd or 0.34 eV at Cu). The activation energies required for the
formation of second H2O within the fourth hydrogenation step
are similar (0.3 and 0.28 eV vs 0.33 and 0.35 eV). The rate-
determining step for both cases is the transition state for
breaking of the O−CH3 bond and formation of Cu−CH3 or
Pd−CH3. For comparison of energies, see Tables S1−S4.
Overall, the energetic pathways of CO2 hydrogenation

(Figure 3) for both mono- and bimetallic clusters at the
zirconia support show that the route for methanol formation is
energetically lower compared to the one for the methane
formation. This is in line with the earlier theoretical and
experimental findings on monometallic Cu4 at the alumina
support,14 where the methanol was the primary product of the
CO2 hydrogenation at the lower reaction temperatures. On the
other hand, methane formation required significantly higher

reaction temperatures. Furthermore, experimental investigation
of CO2 hydrogenation at the Cu cluster at the zirconia
support18 revealed that methane is the main product of the
reaction, and the methanol signal was not observed at high
temperatures. In this context, we conclude that methane versus
methanol production is temperature-dependent, regardless of
the single atom substitution of the cluster at the support.
In summary, the analysis of the HOMO, LUMO (cf. Figure

S8), and charge transfer based on natural charges (Table S5)
together with comparison of energy profiles shows the
following trends:
(i) In the case of the bimetallic cluster, the CuPd unit
presents an interface with the support and has a key role
in the hydrogenation steps.

(ii) Hydrogenation steps on the Cu4O2 cluster at the
support are energetically similar to those occurring at
the Cu atom of Cu3PdO2. In contrast, the difference
between the Pd-doped bimetallic and monometallic
cluster is evident when dissociation of H2 occurs due to
the presence of the Pd atom.

(iii) In both cases, the support plays the key role since the
metal atoms of tetramers interact directly with Zr and O
atoms of the support.

(iv) Production of methane and methanol on both mono-
and bimetallic clusters at the zirconia support is
temperature-dependent.

(v) In general, the stability of the monometallic cluster at
the support is larger than that of the bimetallic one since
the charge transfer (cf. Figure S9) from the cluster to the
support is larger at the monometallic cluster.

In conclusion, the formate reaction pathway and the
obtained mechanism for both monometallic and Pd-doped
tetramers at the zirconia support allowed us to identify the
synergistic role of the Pd atom in hydrogenation steps.
Therefore, the incorporation of palladium in new catalysts
might be advantageous, which is also beyond the reaction of
interest of the present study, including other reactions where
addition or removal of hydrogen takes place. The question
which should be addressed in the future is whether an
increased number of Pd atoms in a tetramer would improve
catalytic performance.
Altogether, very small metallic clusters with extraordinary

structural and electronic properties stabilized and affected by

Figure 3. Comparison of DFT energy profiles for four hydrogenation steps of bimetallic Cu3PdO2 with the monometallic cluster Cu4O2 at the
support (Zr12O24) involving the two pathways leading to methane and methanol formation.
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the support and doped by other metal atoms show their
potential in improving catalyst activity.

■ CONCLUSIONS
The aim of this study was to computationally explore new ways
of tuning catalyst performance down at the atomic level by
high-level control of the composition of the catalytic moiety,
on the case study of the monometallic copper tetramer and its
modification with one of the copper atoms exchanged for a
palladium atom yielding the Cu3Pd bimetallic cluster. Overall,
the results show (i) the central role of the CuPd unit in
reaction steps; (ii) the influence of the Pd atom on the
hydrogenation steps in which it directly participates,
demonstrated by lowering the energy barriers along the
reaction coordinate; (iii) the key role of the support due to
interaction of the tetramers with Zr and O atoms by charge
transfer and its redistribution within the different metal atoms
in the clusters; (iv) the finding that production of methanol
and methane can be influenced by the choice of temperature,
and this is independent from the Pd atom substitution; and (v)
higher stability of the monometallic than that of the bimetallic
cluster evidenced by the larger charge transfer from the cluster
to the support. Finally, we conclude that atomic-level doping
energetically lowers hydrogenation steps, offering a potential to
tailor performance of the catalyst.
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Conclusions and perspectives

The thesis has focused on the development of new heterogeneous catalysts for green energy
application, which is crucial for the transition to a sustainable future. In this context, the
concept of heterogenization of metallic quantum clusters represents a promising approach.
DFT allowed us to study a wide range of systems, from small gas phase models to larger
and more complex ones, providing an insight into the reaction mechanism and the nature
of the active site. In addition, the role of the surrounding has been investigated to explore
its effect on metallic centers. Theoretical results have been complemented by experiments,
initiating preparation of new catalytic materials.

The strategies for catalyst design are based on: i) integration of {CuH} metallic center
within the MOF and ligand protection of a silver hydride cluster, ii) intrazeolite anchoring
of the ligated Ru-cluster, and iii) deposition of monometallic and Pd-doped bimetallic Cu-
clusters on metal oxide support. Each strategy has been chosen based on the properties
of the surrounding and the specific application requirements.

The proposed MOF material for the production of hydrogen has shown the possibility
of cooperatively promoting the decomposition of the formic acid reaction while simul-
taneously providing storage for hydrogen. Experimental results in the gas phase have
confirmed that the charged system with {CuH} reactive center is an effective catalyst for
the reaction. Furthermore, DFT calculations have shown that the reaction mechanism
remains the same within the MOF environment. This opens a new direction for the de-
sign of MOF-based materials through the utilization of simpler gas phase systems that
facilitate the modeling of more complex ones. One of the routes that is interesting for
further exploration is using the MOF as a host for the confinement of the various guest
molecules within a host/guest scheme. This is possible due to the porous nature of the
material. Since new theoretical and experimental approaches continuously emerge, it is
worthwhile to continue the investigation of MOFs and similar materials (COFs, POFs)
not only for catalysis but also for drug delivery [145], bioimaging [146], and solar cell
application [147].

Ligands in the silver ligated hydrides provide protection and stabilization of the Ag
core, while also directly playing a role in the fragmentation chemistry. Moreover, ligands
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in ligated Ru-cluster act as protection against interaction with the zeolite framework.
The reaction mechanism and energetics of CO methanation remain the same inside the
zeolite cage, with an unchanged catalytic site. This demonstrates a promising approach
for the design of highly active and selective heterogeneous catalyst for CO methanation
with potential application in fuel cells. In the future, the robust zeolitic environment
could be used for the confinement of other (ligand protected) clusters to study various
reaction types.

The small subnanometer tetramer clusters at zirconium oxide have been shown as ef-
ficient catalysts for CO2 conversion to methane and methanol, both experimentally and
theoretically. The results have shown that the size and the morphology of the support
affect the catalyst performance, demonstrating a new way to tailor its properties. Further-
more, doping of Cu-cluster with Pd reduces the barriers for hydrogenation, illustrating the
potential for improving catalytic performance. The presented findings also indicate the
possibility of tuning the catalyst selectivity through temperature. The proven potential
of zirconium oxide as a synergistic support could be used further by finding the optimal
composition of the supported cluster catalyst for the hydrogenation reactions.

Altogether, the thesis highlights the advantages of systematically including metallic
quantum clusters within various nanostructured materials for designing new heteroge-
neous catalysts. In addition, the study contributes to understanding of the role of differ-
ent surroundings on catalytic properties. In this regard, the DFT method has elucidated
the nature of the active site, surrounding, as well as the details of the reaction mecha-
nism. Although there are still challenges and limitations associated with the DFT use, it
will continue to advance in the future. Together with different experimental techniques,
theoretical approaches will ensure better characterization of the physicochemical prop-
erties of the highly complicated systems. The presented research added to the rapidly
expanding field of nanocatalysis that enables the development of new renewable solutions
for accelerating the much-needed green transition.
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strate steering and reshaping of [Ag2(H)]+ scaffold for selective CO2 extrusion from
formic acid”. In: Nature communications 7.1 (2016), p. 11746.

84



References

[96] A. J. Jordan, G. Lalic, and J. P. Sadighi. “Coinage metal hydrides: Synthesis,
characterization, and reactivity”. In: Chemical Reviews 116.15 (2016), pp. 8318–
8372.

[97] A. Zavras, M. Krstić, P. Dugourd, V. Bonačić-Kouteckỳ, and R. A. O’Hair. “Se-
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Supplementary to Section 2.1

Figure S1: DFT-calculated energy profile for decarboxylation of formic acid in the absence
of a catalyst. All structures were fully optimized using DFT method with the hybrid
B3LYP functional and def2-TZVP atomic basis set which has been used for all atoms.
Color coding of atoms: green – carbon, red – oxygen, white – hydrogen.
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Figure S2: DFT-calculated energy profile for the two reaction steps in the catalytic cycle
for [(bipy)Cu(H)], 1e in the gas-phase. All structures were fully optimized using DFT
method with the hybrid B3LYP functional and def2-TZVP atomic basis set which has
been used for all atoms. Color coding of atoms: green – carbon, red – oxygen, white –
hydrogen, blue – nitrogen, brown – copper.

Figure S3: DFT-calculated HOMOs for the N,N-bidentate{CuH} complexes 1d, 1e and 1f.
All structures were fully optimized using DFT method with the hybrid B3LYP functional
and def2-TZVP atomic basis set which has been used for all atoms.
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Figure S4: DFT-calculated energy profile for the two reaction steps in the catalytic cycle
for the model MOF system 1h. All structures were fully optimized using DFT method
with the PBE functional with resolution of identity (W06), def2-SVP atomic basis set
and relativistic ECP for Zr atoms. Square of the octahedron consists of 3 biphenyl chains
labeled by green sticks, 1 (bipy*)Cu(H) chain and 4 Zr6O4(OH)4(COOH)10 nodes in the
corners labeled by blue spheres.

Table S1: Summary of key Gibbs energies ∆G associated with steps I and II.

Model 3 TS3-2 2 TS2-2’ 2’ TS2’-4 4
[(phen*)Cu(H)]2−, 1d -0.19 -0.04 -1.00 -0.84 -0.93 -0.12 -0.43
[(bipy*)Cu(H)], 1f -0.08 -0.05 -0.91 -0.58 -0.64 0.13 -0.40
[UiO-67(bipy)Cu(H)in], 1g -0.51 -0.56 -1.05 -0.64 -0.66 -0.22 -0.36
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Supplementary to Section 2.2

Figure S17: Fully optimized structure of [Ag10(dppa)6]2+. Color legend: Ag (silver); P
(orange); N (blue); H (white) and C (green).
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Figure S18: Predicted IR spectra of a) [Ag10H8(dppa)6]2+ and b) [Ag10D8(dppa)6]2+. Red
dots are assigned to stretching and bending modes of Ag-H or Ag-D.
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Supplementary to Section 3.1

Figure S1: Structure of the ZSM-5 zeolite framework (left) and optimized structure rep-
resenting ZSM-5 unit (right). The model consists of 28 Si and 77 O atoms. The terminal
O atoms are replaced by 42 H atoms. The cross sections for the small and large pore in
our calculated model are 5.2 x 5.8 Å and 8.2 x 8.8 Å, respectively.

Table S1: Ru-Ru bond distances (in Å) of non-ligated and ligated Ru +
4 cluster in the gas

phase and inside the zeolite. The figure below the table provides the labeling for the Ru
atoms.

Ru +
4 Ru4CO13H

+
2 Ru +

4 /ZSM-5 Ru4CO13H
+

2 /ZSM-5
Ru1-Ru2 2.45 2.76 2.29 2.74
Ru1-Ru3 2.63 3.07 2.92 2.96
Ru1-Ru4 2.26 2.88 2.28 2.91
Ru2-Ru3 2.75 2.80 2.30 2.83
Ru2-Ru4 2.64 2.96 2.68 3.00
Ru3-Ru4 2.26 2.84 2.29 2.92
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Table S2: Distances between Ru and C atoms (in ) of free and zeolite anchored
Ru4(CO)13H

+
2 . The labeling of atoms is shown in the figure below the table.

Ru4CO13H
+

2 Ru4CO13H
+

2 /ZSM-5
Ru1-C3 1.92 1.90
Ru2-C12 1.89 1.89
Ru2-C8 1.90 1.91
Ru1-C2 1.90 1.90
Ru1-C1 1.91 1.89
Ru3-C11 1.90 1.89
Ru3-C13 1.92 1.89
Ru3-C9 1.92 1.93
Ru2-C10 2.20 2.13
Ru3-C10 2.11 2.18
Ru2-C7 2.35 2.33
Ru4-C7 2.00 1.98
Ru4-C5 1.90 1.89
Ru1-C4 2.28 2.22
Ru4-C4 2.05 2.11
Ru4-C6 1.90 1.88

Figure S2: Mulliken charges of free Ru +
4 and of Ru +

4 inside the zeolite pore.
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Figure S3: DFT-calculated energy profile for CO methanation mediated by the hydrido
carbonyl complex Ru4CO13H

+
2 . The figure has been adapted from the reference [7] of

the article in Section 3.1 with permission from the John Wiley & Sons. Ru, C, O, and H
atoms are depicted as green, gray, red, and white spheres.

Table S3: Energies of the local minima and transition states (in eV) of the reaction
pathways shown in Figure 2 for the Ru4CO13H

+
2 /ZSM-5 model and shown in Figure S2

for gas phase Ru4CO13H
+

2 . The structures of Ru4CO13H
+

2 /ZSM-5 are denoted as A, B,
etc. and the structures of Ru4CO13H

+
2 are denoted as A’, B’, etc. The energies are given

relative to the energy of structures B and B’, respectively.

Ru4CO13H
+

2 /ZSM-5 Ru4CO13H
+

2
B/B’ 0.00 0.00
C/C’ +1.43 +1.38
D/D’ +0.97 +1.04
E/E’ +2.09 +1.83
F/F’ +1.81 +1.83
G/G’ +2.90 +2.24
H/H’ -1.23 -1.18
I/I’ -0.84 —
J/J’ -1.56 -1.25
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Figure S4: Optimized structures of a) Ru +
4 (spin multiplicity 2) inside the pore of the

ZSM-5 zeolite consisting of Si and O atoms only and b) Ru +
4 (spin multiplicity 1) inside

an Al-doped pore of the ZSM-5 zeolite. Ru, Al, Si, and O atom are depicted by green,
violet, pink, and red spheres, respectively.

Table S4: Distances (in Å) between Ru and O, Si, and Al atoms of Ru +
4 anchored in a

Si-only and a Al-doped ZSM-5 zeolite pore. The labeling of the atoms is shown in Figure
S4.

Ru +
4 /ZSM-5 Ru +

4 /Al-doped ZSM-5
Ru1-O4 2.43 2.14
Ru1-O5 2.55 2.18
Ru2-O3 2.54 2.52
Ru1-Si6 3.14 —
Ru1-Al6 — 2.95
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Supplementary to Section 4.1

Figure S9: Isomers of Cu4O2/Zr12O24 illustrating energetically favorable isomer, with Cu4
rhombic structure interacting with Zr and O atoms of Zr12O24 unit.

Figure S10: Isomers of Cu4O2/Zr12O24 with bound H2 and CO2. The lowest energy isomer
I serves as a starting point for methanation reaction and involves CO2 bound to one Cu
atom from Cu4O2 subunit.

Appendix C

102



Figure S11: DFT-calculated energy profile for -COOH formation at Cu4O2/Zr12O24, using
B3LYP functional and def2-TZVP basis with relativistic ECP for Zr atoms.
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Supplementary to Section 4.2

Table S1: Values of the relative electronic (∆E) and activation energies (Ea), of Gibbs
relative (∆G) and activation energies at 298.15 K (Ga) at the bimetallic cluster/support
for the first and second hydrogenation step (A-K) of the methanation reaction.

∆E [eV] Ea ∆G298K [eV ] Ga

A 0.00 0.00
B -2.01 -1.45
B’ -1.58 0.43 -0.95 0.49
C -1.62 -0.97
C’ -1.48 0.14 -0.85 0.12
D -1.60 -0.92
D’ -1.26 0.34 -0.58 0.33
E -2.48 -1.70
E’ -1.90 0.58 -1.12 0.57
F -1.91 -1.19
F’ -1.83 0.08 -1.08 0.11
G -2.72 -1.92
G’ -1.89 0.83 -0.77 1.15
H -2.40 -1.15
H’ -1.31 1.09 -0.06 1.08
I -2.21 -0.79
I’ -2.12 0.09 -0.68 0.11
J -2.29 -0.84
J’ -1.97 0.32 -0.50 0.33
K -2.30 -0.86
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Table S2: Values of the relative electronic (∆E) and activation energies (Ea), of Gibbs
relative (∆G) and activation energies at 298.15 K (Ga) at the bimetallic cluster/support
for the third and fourth hydrogenation step (K’-V) of the methanation reaction, and for
methanol branch (q’-s).

∆E [eV] Ea ∆G298K [eV ] Ga

K’ -1.70 0.60 -0.41 0.45
L -1.99 -0.74
L’ -1.89 0.10 -0.26 0.49
M -2.72 -0.93
N -2.04 -0.82
N’ -1.98 0.06 -0.69 0.12
O -2.03 -0.72
O’ -1.85 0.18 -0.57 0.15
P -2.17 -0.78
P’ -2.09 0.08 -0.71 0.06
Q -2.77 -1.32
Q’ -0.52 2.25 0.88 2.20
R -1.42 -0.06
R’ 0.41 1.83 1.67 1.73
S -0.20 0.67
S’ 0.13 0.33 1.38 0.71
T -1.13 0.28
T’ -0.78 0.35 0.58 0.30
U -3.00 -1.51
V -1.57 -0.65
q’ -2.64 0.13 -0.74 0.58
q” -2.43 0.34 -0.61 0.71
r -3.50 -1.55
s -2.49 -1.11

Figure S1: Isomers for a) Cu3PdO2/Zr12O24, and b) CO2−Cu3PdO2/Zr12O24 with the
window denoting the lowest energy isomer.
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Table S3: Values of the relative electronic (∆E) and activation energies (Ea) at the
monometallic cluster/support for the first and second hydrogenation step (A-K) of the
methanation reaction.

∆E [eV] Ea

A 0.00
B -2.27
B’ / /
C /
C’ -1.23 1.04
D -1.53
D’ -1.44 0.09
E -2.44
E’ -2.25 0.19
F -2.64
F’ -2.20 0.44
G -2.95
G’ -2.10 0.85
H -2.82
H’ -1.56 1.26
I -2.57
I’ -2.43 0.14
J -2.71
J’ -2.35 0.37
K -2.53

2500 fs 500 fs 

3000 fs 

1000 fs 

3500 fs 

1500 fs 

4000 fs 

2000 fs 

4500 fs 5000 fs 

Figure S2: DFT-MD calculations have been employed in order to determine the prefer-
ential binding site of CO2 on Cu3PdO2/Zr12O24.
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Table S4: Values of the relative electronic (∆E) and activation energies (Ea) at the
monometallic cluster/support for the third and fourth hydrogenation step (K’-V) of the
methanation reaction, and for methanol branch (q’-s).

∆E [eV] Ea

K’ -2.01 0.52
L -2.40
L’ -1.86 0.54
M -2.39
N -2.18
N’ / /
O /
O’ / /
P /
P’ -1.64 0.54
Q -3.13
Q’ -0.94 2.19
R -1.02
R’ 1.00 2.02
S 0.10
S’ 0.40 0.30
T -1.43
T’ -1.15 0.28
U -3.31
V -1.61
q’ -2.57 0.56
r -3.18
s -2.78
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Figure S3: Comparison of chosen bond lengths between Cu3PdO2/Zr12O24,
Cu4O2/Zr12O24, and their metallic tetramer subunits.

Figure S4: Branch of the energy profile for the second hydrogenation step of the metha-
nation reaction taking place at Pd atom.
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Figure S5: Branch I) of the energy profile for the methanation reaction within the 4th
hydrogenation step for the formation of H2O and CH4.

Figure S6: Branch II) of the energy profile for the methanation reaction within the 4th
hydrogenation step for the formation of the second H2O mediated by Pd atom.
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Figure S7: RWGS pathway at Cu3PdO2/Zr12O24 showing higher energy values compared
to the formate route. Dotted red line represents transition state for the formation of
-OCH.
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Figure S8: Molecular orbitals of selected minima and transition states within hydrogena-
tion steps for a) Cu3PdO2/Zr12O24, and b) Cu4O2/Zr12O24.

Table S5: Charge transfer (based on natural charges) at the Cu or Pd atom between the
minimum (Min) and transition state (TS) associated with the 2nd, 3rd and 4th hydro-
genation step for bimetallic (Cu3PdO2) and monometallic cluster (Cu4O2) at support.
Notice that the minimum * belongs to the 4th hydrogenation step and is not shown in
Figure S6. Activation energies (Ea) for each TS are given in eV.

Cu3PdO2/Zr12O24
Min-TS Cu Pd Ea [eV]
G-G’ 0.11 0.83
E-e’ 0.02 0.34
L-L’ 0.27 0.10
S-S’ 0.20 0.33
*-t’ 0.31 0.64

Cu4O2/Zr12O24
G-G’ 0.10 0.85
L-L’ 0.08 0.54
S-S’ 0.01 0.30
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Figure S9: Analysis of natural charges for a) bimetallic (Cu3PdO2), and b) monometallic
(Cu4O2) cluster at support, indicating larger charge transfer from the monometallic cluster
to the support compared to the bimetallic cluster.
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